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1. Introduction

1.1 Purpose

With the implementation of the Core Financial application, operations and sustaining support have become the responsibility of the IFMP Competency Center (CC) located in Huntsville, AL.  The IFMP Competency Center exists to deliver an integrated customer support function that consolidates the majority of the application support elements traditionally provided via decentralized, disparate organizations within NASA.  

The purpose of this Service Level Agreement (SLA) is to formally quantify consistent performance expectations associated with the use of the delivered Core Financial application. It is an agreement between the IFMP CC and the Financial Steering Committee, acting as a proxy for the NASA user community. It defines the roles and responsibilities performed by the IFMP CC, Center, and Agency organizations as well as service level commitments and associated performance standards and definitions. 

1.2 IFMP CC Organization

The IFMP CC is the responsibility of the Integration Project Office (IPO) on behalf of the IFM Program and is a centralized support organization that is comprised of both contractors (primarily) and Civil Servant personnel. The IFMP Integration contractor has primary responsibility for executing the functions of the IFMP CC and reports directly to the IPO.  The NASA Subject Matter Experts (SME) work in a co-located integrated product team environment with the IFMP CC contractor and the IPO to provide detailed knowledge and support of the standard business processes implemented in the Core Financial SAP configuration.  

As described in other sections of this document, there are additional Center and Agency organizations involved in the overall support of the Core Financial application. Examples include the NASA Automated Data Processing (ADP) Consolidation Center (NACC), NASA Information Support Center (NISC), NASA Integrated Services Network (NISN), NASA Consolidated Communication Services (NCCS), Center Business Process Leads, Center Desktop Service Providers, etc., to name a few. However, they are not considered formal elements of the IFMP CC and thus make no direct commitment as part of this document to the Financial Steering Committee.  Agreements between the IFMP CC and other service providers or organizations necessary to execute the commitments contained in this document are defined in Operating Level Agreements (OLAs), as illustrated in Figure 1.
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Figure 1.  Service Level Agreements and Operational Level Agreements

1.3 Periodic Reviews

The Financial Steering committee and the IFMP CC will review this document twelve months from the date of final approval of this version or at the request of the Steering Committee, whichever comes first. 
2. Process for APPROVING AND Maintaining the SLA

This document will be completed and approved by the IFMP CC Manager and the Financial Steering Committee at prescribed intervals. Additionally, it will be placed under Configuration Management control, and changes will be managed in accordance with the IFMP Configuration Management Plan. Access to the baseline version of this document by the Financial Steering Committee and other interested parties will be enabled via the Integration Project Office website located at http://ipo.ifmp.nasa.gov.

The IFMP CC Manager is responsible for:

· Collecting suggestions for updates to this SLA

· Preparing a draft of the revised SLA with significant changes highlighted

· Ensuring that all changes are approved by the Financial Steering Committee and IFMP CC

· Distributing updated copies

· Maintaining an archive with current and past version of this SLA

3. Operational Support ROLES AND RESPONSIBILITIES

The IFMP CC is structured to leverage NASA’s transformation to a centralized, single instance of Commercial off the Shelf (COTS) business systems. A key concept on which the IFMP CC is based is the integration of business process, application and information technology support into a single organization. Another concept is to centralize as much of the support services as possible in order to gain efficiencies and ensure Agency standardization. Although much of the support is centralized in the IFMP CC, key elements of support must still be provided at the Center level. 

Table 1, below, defines Center, Agency and IFMP CC roles and responsibilities required to successfully support Agency use of the Core Financial application. It is recognized that each Center will exercise flexibility implementing the roles due to size and uniqueness of the business process support approach.  For instance, the number of Super Users at each Center will vary based on the level required to support business operations staff and the degree to which the Center establishes Super Users outside the primary functional organizations. Centers may also elect to combine roles (at least initially), such as the Business Systems Coordinator with the Business Process Lead or Information Technology Point of Contact (ITPOC). However, it is critical for each Center to clearly account for all roles/responsibilities described in Table 1 and document as required in Appendix A of the Core Financial Operational Level Agreement (OLA).  

Table 1.  Center, Agency, and IFMPCC Roles and Responsibilities

	Provider
	Role
	Responsibilities and Guidelines

	Center
	Business Process Lead
	Serves in a full-time capacity to perform the following responsibilities:

· Acts as primary interface to IFMP CC Application Functional Support Experts for business process improvements as an active participant in problem resolution
· Ensures that all Center roles defined in OLA are staffed

· Represents Center Business Process Owner(s) concerning changes to Agency and/or Center business processes

· Serves as Center’s Level 3 Change Control Board (CCB) member

· Evaluates and submits Center-initiated Change Requests

· Coordinates maintenance of Center-level master data

· Engages multiple user constituencies at Center (e.g., finance, procurement, Project Offices, logistics, resource managers, etc) to ensure issues with the system or business processes are identified and resolved

· Coordinates testing and acceptance of specified system changes

· Establishes and maintains a network of Super Users (including Reporting Lead) at the Center, across all sub-process areas, who will assist in the support process

	Center
	Super Users
	· Provides ongoing user instruction and support

· Understands the business process and fields “how to” questions

· Assists IFMP CC in troubleshooting problems 

· May submit and assist user, in entering IFMP CC Service Requests 

· Tests changes and new functionality upon request by IFMP CC

· Provides ongoing feedback to IFMP CC concerning improvement of On-Line Quick Reference (OLQR) tool and job aids

	Center
	IFMP Business Systems Coordinator
	· Works with the IFMP CC to ensure execution of end-to-end service level management for Center users 
· Manages help desk/user support process at the Center, including integration with IFMP CC processes

· Responsible for maintenance of Center OLA
· Manages IFMP CC charge-back process for Center

· Receives and distributes service level report from IFMP CC

· Receives problem escalation notifications from IFMP CC and escalates according to Center escalation process

· Communicates system activity and outage plans to Center users

· Interacts with Information Technology Point of Contact or Integration Project Office concerning IT infrastructure elements and associated service providers required to deploy IFMP applications at Center

· Defines and maintains Center user account approval process 

	Center
	Reporting Lead
	Serves in a full-time capacity to perform the following responsibilities:

· Works with the IFMP CC R/3 and Business Warehouse Reporting Leads as the IFM focal point at the Center for reporting.  As such, the Center Reporting Lead supports the Center Business Process Lead as the Center interface for reporting issues, questions and suggestions and functions as the Competency Center focal point back to the Center.

· Works with Center project offices to assist them in the understanding of BW query capability, gathering customer query requirements, ensuring that they receive the reports they need, and translation of BW reports and data.  Works with the Center Super Users to facilitate process and data understanding on the part of the end users.

· Works with Center BW Query Developer as Center specific report requirements are approved, to translate requirements and ensures timely delivery of reports

· Communicates BW enhancements and activity notices to local BW user community

· Answers general questions about tool function and capabilities

· Ensures consistency of queries with Agency standards and that Center development does not duplicate Agency reports

	Center
	User Account Administrator(s)
	· Processes Center User Access Requests and assigns/maintains users within the application to defined roles
· Performs user ID, password creation and maintenance, including password resets (excluding Bankcard and Citrix which will be performed by the IFMP CC)

· Maintains record retention and support security audits in accordance with NASA and Center security policies

	Center
	Interface Lead
	· Ensures maintenance of legacy side Center interfaces 

· Ensures proper notification to IFMP CC of proposed legacy system changes that may impact Core Financial interfaces

	Center
	Information Technology Point of Contact (ITPOC)
	Acts as primary interface to the Integration Project Office for IT support in the below areas to ensure end-to-end service delivery.

· LAN support

· Local disaster recovery

· Center Infrastructure systems management and monitoring

· Local IT Security

· Tier 1 Help Desk

· Desktop Systems Support

· Software Distribution

	Center
	Post-Implementation Training Coordinator
	· Coordinates formal instructor-led training as required

· Coordinates informal training to address Center-specific knowledge gaps (includes development of supporting instructional material)

	IFMP CC
	Application Functional Support
	· Performs software configuration tasks for Agency configuration
· Provides Tier 2 Help Desk application support

· Maintains Agency-level application configuration and master data

· Works closely with Center Business Process Lead and Super User network to coordinate resolution of issues and communicate system changes

· Supports and administers the CCB process

· Provides training documentation & user procedures maintenance 

· Performs unit, integration and regression testing in support of quality assurance & system validation 

· Identifies business process/policy resolution 

· Performs complex problem troubleshooting 

	IFMP CC
	Functional Support Lead
	· Coordinates the activities of all functional support resources within the IFMP CC

· Ensures that service levels are met in responding to customer service requests

· Ensures proper communication flow between Center Business Process Leads and the IFMP CC

· Ensures that changes are adequately tested from a functional standpoint

· Coordinates the maintenance of Agency level tables and configuration

· Works with Agency Business Process Lead and Agency Business Process Owners in interpreting new requirements from CCB

· Ensures that training materials and user documentation are maintained

	IFMP CC
	Application Development Support
	· Develops and maintains enhancements, extensions and R/3 reports

· Integrates and supports interfaces to other systems (EAI middleware)

· Provides technical support for application problem resolution

· Develops and maintains Business Information Warehouse (BW) extractors and reports

· Performs unit testing

	IFMP CC
	Application Operations 
	· Performs system software licensing, installation, configuration, monitoring and maintenance
· Applies vendor patches and plan release upgrades

· Performs O/S, database and application administration

· Performs hardware acquisition, installation, and maintenance

· Plans, develops, tests and implements disaster recovery

· Performs system backup and recovery

· Performs Bankcard and Citrix User ID/Password maintenance
· Maintains Agency security roles 
· Coordinates security audit support process Support Centers in resolving application security problems

	Agency


	Infrastructure Support
	· IFMP data center LAN (NISN)

· WAN services (NISN)

· IT Security (NISN)

· Disaster recovery (NACC)

· Data Center facilities/off-hours system monitoring (NACC)

· Citrix services (NCCS)

	IFMP CC
	Relationship Manager 


	· Acts as IFMP CC advocate for designated Center, interacting primarily with Center Business Process Lead 

· Monitors IFMP CC Service Request (SR) system on an ongoing basis to:

· Ensure integration between both Center and IFMP CC support processes

· Monitor responsiveness of IFMP CC in completion of SRs

· Acts as the Center’s proxy within the IFMP CC escalation process; coordinates with CBPL to marshal appropriate Center level subject matter experts to resolve complex and time-critical issues




4. IFMP CC Service Levels

The following table indicates the hours during a regular workweek that Application Support Coverage will be provided by the IFMP CC.  

4.1 IFMP Hours of Operation

	Service
	IFMP CC Support Hours

	IFMP CC Help Desk Call Center Support


	7 x 24 availability including holidays.  Critical issues (Severity 1 & 2) will be escalated during non-business hours as described in Table 4.

	Application Functional, Development, and Operations support 
	Monday – Friday 0800 CST to 1700 CST excluding all Government recognized holidays.  Additional support may be scheduled during non-support hours when mutually agreed upon in advance by both parties

	Center Business Hours
	0800 – 1700 Mon-Fri. Center Local Time Zone


Note:  Problems will be resolved in accordance with the prescribed Severity definitions and quality standards in Section 5.1 Table 4. Although the IFMP CC “standard” hours of operation is 8 –5 CST, Severity 1 & 2 problems will be worked on a 24 x 7 basis and Severity 3 & 4 problems will be worked and measured in accordance with the submitting Centers business day. (8 –5 Local Center time)

Established Quality Standards

The IFMP CC will report monthly metrics based upon actual performance as compared to the applicable quality standards or Quality Factors. (Each performance standard is assigned a Quality Factor, which will be tracked, measured and reported monthly). 

Table 2.  Quality Standards for Problem Resolution, Change Requests, and Service Requests

	Service
	Applicable Definitions
	Standards
	Calculation

	Problem Identification and Resolution

Problem Identification and Resolution

Problem Identification and Resolution


	Severity 1 problems are immediate and total loss of application accessibility.  Examples include:

· All users unable to access SAP

Note: Center Super Users must be available to assist in problem resolution and testing during non-business hours as appropriate.
	Q1: In any 1-month period, 95% of severity 1 problems will be resolved within 4 hours.

Q2: In any 1-month period, 100% of severity 1 problems will be resolved within 8 hours.
	Q1 = Actual / 95%

Q2=Actual / 100%



	
	Severity 2 problems are significant loss of critical business functions.  

Examples include:

· Period End closing problems.
(Period End refers to month end, quarter end and year-end.)

· Daily disbursements
· Treasury Interface

· Accounts Payable

Note: Center Super Users must be available to assist in problem resolution and testing during non-business hours as appropriate.
	Q3: In any 1-month period, 90% of severity 2 problems will be resolved within 8 hours.

Q4: In any 1-month period, 100% of severity 2 problems will be resolved within 16 hours.
 
	Q3 = Actual / 90%

Q4 = Actual / 90%



	
	Severity 3 problems are partial loss of critical business functions.  Examples include: 

· Multiple users unable to execute functions within 

· Standard General Ledger (SGL)

· Cost Management (CM)

· Accounts Payable/Accounts Receivable (AP/AR)

· Budget Execution (BE)

· Purchasing (PO)

· Business Warehouse (BW)

· Multiple users unable to print

· Multiple users experience errors in accessing SAP tools or submitting products from tools

· Total loss of non-critical business functions

· Total loss of multiple users productivity
	Q5: In any 1-month period, 90% of severity 3 problems will be resolved within 24 Center business hours. 

Q6: In any 1-month period, 100% of severity 3 problems will be resolved within 48 Center business hours.


	Q5 = Actual / 90%

Q6 = Actual / 90%

	
	Severity 4 problems are partial loss of critical business functions for individual users.  Examples include:

· Individuals unable to execute functions within: 

· Standard General Ledger (SGL)

· Cost Management (CM)

· Accounts Payable/Accounts Receivable (AP/AR)

· Budget Execution (BE)

· Purchasing (PO)

· Business Warehouse (BW)

· Individual users experience errors in accessing SAP tools or submitting products from tools

· Total loss of an individual’s productivity


	Q7: In any 1-month period, 90% of severity 4 problems will be resolved within 5 business days.
	Q7 = Actual / 90%

	Change Requests
	Change Requests will be categorized in accordance with the Configuration Management Plan.

Changes to “Configurable Items” (CI’s) will be treated as Category 1, 2 or 3 and must obtain approval from corresponding Level Change Control Board (CCB).  SGL Accounts and Fund Master Data are classified as Category 3 CI’s.

The IFMP CMO will classify all Change Requests (CRs)’s into one of four (4) change categories.  Each category of change carries with it a specific level of governance approval.  Program Documents will be assigned a Category when they are base lined.  The CMO will assign all other change categories as an intrinsic part of the Impact Assessment for the respective change.  The four categories are:

· Category 1: Changes are of potential high risk, may affect policy, require cross-functional or cross-agency analysis, directly affect the user population, and/or have a significant cost/budget impact. This category requires Level 1 CCB approval. 
· Category 2: Changes are of medium risk, require limited cross-functional or cross-agency analysis, have limited effect on the user population, and/or will generate minimal or no cost/budget impacts.  This category requires Level 2 CCB approval. 

· Category 3: Changes are of small risk, require no cross-functional or cross-agency analysis, have little or no effect on the user population, and will generate no cost /budget impacts. This category requires Level 3 CCB approval.
· Category 4: Changes are triggered by routine maintenance or require tracking for documentation purposes.  This category requires no advance CCB approval, although the CCB must ratify the change retrospectively.
 
	Q8: In any 1-month period, 90% of modifications will be on time.  On time means made available for production on the mutually agreed upon release date.


	Q8 = Actual / X8%



	Change Requests
	Changes to “Non Configurable Items” will be treated as Category 4 and will not require CCB approval.

Category 4 examples are, but not limited to:

· Priority 1– Examples include:
· KRED (Purchasing Vendor Information)– Additions or changes to KRED Master Data

· FACS and Labor Interface Job Requests

· All other types of Master Data maintenance requires justification to be considered a priority 1

· Priority 2– Examples include:
· All Master Data maintenance with the exception of KRED and Priority 3 changes
· Any Master Data maintenance can be escalated to a Priority 1 with a written justification (included with description in CR)
· Priority 3  – Examples include:
· Master Data designated as CI, and Procurement Release Strategy Master Data and workflow changes
Note: At Period close, CRs may need to be escalated depending on the criticality of the change.
	Q9: In any 1-month period, 90% of all Priority 1 changes will be resolved within 8 Center business hours.

Q10: In any 1-month period, 90% of all Priority 2 changes will be resolved within 16 Center business hours.

Q11: In any 1-month period, 90% of all Priority 3 changes will be resolved within 8 business days.


	Q9 = Actual / X9%

Q10 = Actual / X10%



	
	A modification is right the first time if it does not have to be changed or pulled out of production within 5 days of its initial use.
	Q12: In any 1-month period 95% of modifications will be right the first time.


	Q12 = Actual / X12%


In the examples provided below, for each quality standard if actual quality is equal to the target, the corresponding Q will be 100%.  If quality is better than target, Q will be greater than 100%.  If quality is worse than target, Q will be less than 100%.  For example:

Target: 90% of Severity 2 problems should be resolved within 8 hours.

Actual: 92% of Severity 2 problems are resolved within 8 hours Quality factor Q1 = 92 / 90 = 102.2%

Or, as another example:



Target: 80% of Severity 2 problems should be resolved within 8 hours



Actual: 72% of Severity 2 problems are resolved within 8 hours



Quality factor Q2 = 72 / 80 = 90.0%

(Note that these are only examples to illustrate the calculations and do not represent actual or expected targets.)

The total quality score, QT, is then computed on any given month as:

QT = (Q1 + Q2 + …) / (number of Q standards).

Table 3.  Quality Standards for Availability, Recoverability, and Performance

The below table provides a breakdown of the available times (i.e. production hours, back up hours and maintenance windows) and the availability requirements of the applications in scope. 

	Service
	Applicable Definitions
	Standards

	Availability Schedules


	Primary Business Hours requirements:

0600  – 1900 (CST) Mon – Fri
	· Time during which users are able to access the IFMP systems and perform work.

	
	Secondary Business Hours requirements:

1900  – 2400 (CST) Mon – Sun


	· Time during which users are able to access the IFMP systems and perform work.  

· User accessing the system during the batch-processing window may experience less than optimal response times.

	
	Prescribed hours for Backup Hours:

Incremental:

2400 – 0400 (CST) Mon – Sun
	· The application will be available during this time for online users, albeit in lower performance levels.


	Availability Schedules (continued)
	System Maintenance windows:

0400 – 0600 (CST) Wed

0400 – 1200 (CST) Sat

0400 – 1400 (CST) Sun
	· Times that have been designated as the window during which the application might be unavailable on prior notice (3 business days) for weekly backups, ongoing preventive maintenance, application updates or other such activities.

	Availability Requirements
	Availability = Hours system is available
	· SAP R/3 System Availability Objective = 99.8%

· SAP BW System Availability Objective = 95%

· ITS Availability Objective = 99.8%

· Defined as the % of time the production respective system and database server is available for processing versus the scheduled time of availability. Scheduled time of availability is defined as 168 hours per week (24 X 7) less system maintenance windows less outages approved with 2 days advanced notice

	Recoverability Requirements
	Disaster Recovery:  Should a catastrophic event occur that prevents the IFMP systems from running at the MSFC data center, a disaster recovery plan will be invoked.  This plan calls for the movement of critical IFM systems to a Hot Site Disaster Recovery location in New Jersey according to a Disaster Recovery contract with Sunguard.

A disaster is the failure, destruction, or loss of data, equipment, facilities, or any resource that causes significant impact to services.
	· The Hot Site facility will be available for IFMP personnel to build the critical systems within 48 hours following the call of the disaster.



	Performance Requirements
	Online – Online response time is server response time from submit to completion  (not end-to-end)
	· 90% of non web-based R/3 transactions complete: < 1 second

· 90% of web-based R/3 transactions complete: < 2 seconds



	
	Batch – Batch response time is the execution time of a batch job excluding queue time
	· 100% of scheduled batch processes will be completed by the end of the secondary business window.

	Performance Requirements (continued)
	End-to-End Performance (IFMP will consider these goals and will monitor actual results)

· Windows SAP GUI (Identified representative transactions)

· Macintosh JAVA GUI (Identified representative transactions)

· Windows HTML GUI (Identified representative transactions)
	· 90% complete: < 3 seconds

· 90% complete: < 3 seconds

· 90% complete: < 6 seconds




4.2 Problem Resolution Standards 

Table 4 below illustrates user communication and management escalation standards for each severity. Escalations and communications will be initiated and coordinated by the IFMP CC. These standards will be updated as a result of the actual performance during the 90-day Baseline Period beginning at Wave 1 “Go-Live”. Detailed escalation procedures are located in Help Desk Procedures document.

Table 4.  Problem Severity Level Communication and Escalation Standards

	PROBLEM SEVERITY LEVEL TABLE
	COMMUNICATION FREQUENCY TABLE
	MANAGEMENT ESCALATION TABLE

	CODE
	SEVERITY CRITERIA


	SEVERITY STANDARD


	FEEDBACK     
	When
	NASA Center
	IFMP CC

	
	
	
	INITIAL
	PERIODIC
	
	
	

	1
	“Severity 1” problems are immediate and total loss of application accessibility. 
	Q2: 95% of all severity 1 problems will be resolved in 4 business hours.


	1/2 Hour
	Upon Completion and/or as major change in problem status occurs.


	After work has started
	Center IFMP Business Systems Coordinator
	IFMP CC Operations Lead

	
	
	
	
	
	2 hours
	Center Business Process Lead
	IFMP CC Manager

	2
	“Severity 2” problems are significant loss of critical business functions.
	Q3: 90% of all severity 2 problems will be resolved within 8 primary business hours.

	2 Hours
	Upon Completion and/or as major change in problem status occurs.


	After work has started
	Center IFMP Business Systems Coordinator
	IFMP CC Operations Lead

	
	
	
	
	
	4 Hours
	Center Business Process Lead
	IFMP CC Manager

	CODE
	SEVERITY CRITERIA
	SEVERITY STANDARD


	FEEDBACK
	When
	NASA Center
	IFMP CC

	
	
	
	INITIAL
	PERIODIC
	
	
	

	3
	“Severity 3” problems are partial loss of critical business function.  

Total loss of non-critical business function.

Total loss of individual productivity.
	Q4: 90% of all severity 3 problems will be resolved within 24 Center business hours.
	Upon Submission
	Every Business Day
	24 Center business hours
	Affected User 
	IFMP CC Manager

	4
	“Severity 4” problems are partial loss of critical business functions for individual users.
	Q5: 90% of all severity 4 problems will be resolved within 5 business days.
	Upon Submission
	Every Business Day
	NA
	NA
	NA


5. SLA Performance Monitoring

The IFMP CC is responsible for the monitoring and monthly reporting of all services identified within the SLA.  The IFMP CC will email detailed reports and schedule teleconferences as needed. The IFMP CC will report its performance against this SLA on a monthly basis.  This report will be provided to the NASA Center Business Process Lead on the 10th business day of the following month.  This report will include quantity and quality of services delivered as well as a status of major projects, activities and issues.

Appendix A:  Acronyms and Abbreviations

ADP
automated data processing

AP/AR
Accounts Payable/Accounts Receivable

BE
Budget Execution

BW
Business Warehouse

CC
Competency Center

CI
Configurable Item

CM
Cost Management

COTS
commercial, off-the-shelf 

CST
Central Standard Time

EAI
Enterprise Application Integration

GRC
Glenn Research Center

HHS
Health and Human Services

IFMP
Integrated Financial Management Program

IPAC
Intergovernmental Payment and Collection System

IPO
Integration Project Office

IT
information technology

LAN
local area network

MSFC
Marshall Space Flight Center

MTTR
mean time to repair

NACC
NASA ADP Consolidation Center

NCCS
NASA Consolidated Communication Services

NISC
NASA Information Support Center

NISN
NASA Integrated Services Network 

OLA
Operating Level Agreements

OS
operating system

SGL
Standard General Ledger

SLA
Service Level Agreement

SME
Subject Matter Expert

WAN
wide area network

Appendix b: Definitions

CCB:  Change Control Board.  There are four levels of Change Control Boards within the IFMP support system.  These boards review changes at their appropriate level.

Configurable item:  A configuration item (CI) is any system or selected component of a system (e.g., subsystem, utility program) that is documented, developed, and/or maintained as an entity

Help Desk support:  There are three tiers of Help Desk support for IFMP users: Tier I, Tier II, and Tier III.  For definitions, please see “tier”.

IFMP CC:  The Competency Center for the IFM Program, under management of the Integration Project Office.

Non-configurable items:  A non-configurable item is a system component that is not documented, developed, and/or maintained as an entity.  An example is table data.

Q Factor:  Quality Factor.  Each performance standard is assigned a Quality Factor.  This Quality Factor will be tracked, measured and reported monthly

Severity:  The criticality of a problem.  Problems in the IFMP system range in severity from 1-4, with 1 being the most critical.  Severity is assigned by the IFMP CC.

Single instance:  One occurrence of a system (instead of multiple occurrences).

Tier I Help Desk support:  Tier I is first level of support, which is intended to field and record all requests for service and/or support.  Tier I Help Desk support is provided by each NASA Center’s Local Help Desk.

Tier II Help Desk support:  The Tier II support team is responsible for problem resolution, root cause analysis and delivery of all support services.  In addition, they are responsible for the timely documentation of all activity, resolutions and corrective action against each support request.  Tier II Support will be staffed and supported by members of the IFMP Competency Center for application support issues.

Tier III Help Desk support:  Tier III support will be provided by the appropriate hardware or software vendor.  Escalation to Tier III will be the responsibility of the Tier II support team.
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