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Introduction

1.1. Purpose of Backup/Recovery

Backup/recovery architecture provides a framework of tools and processes employed to ensure availability and integrity of business data, information, and knowledge capital.  This is accomplished by performing periodic backups - writing data from its primary access source to a secondary non-volatile media, of all pertinent systems and provision for recovery in the event of data loss or corruption.  It is focused on the ability to provide copies of critical data at user-selectable points in time in an automated fashion. Backup/recovery comprises a significant part of the overall operations architecture.  

Backup/recovery architecture should support the following functionality:

1. Allows a point in time recovery of data.

2. Prevents the permanent loss of valuable business data, information, and knowledge capital, as well as development efforts

3. Provides a way to recover data in the event of a disaster, partial failure, or human error.

4. Should be scalable in order to accommodate increasing data volumes.

5. High throughput within the entire subsystem (network, fibre channel, SCSI, and tape drives) to meet backup and recovery windows.

6. Ability to backup large databases without significant application downtime.

7. Ability to restore data in a timely manner.

8. Provides services for all environments – production, test, development, sandbox, etc.

The backup/recovery architecture is a key component of any Operations Architecture implementation.  An effective backup/recovery implementation should provide a comprehensive solution for distributed, heterogeneous environments across an enterprise. The benefits of automated backup/recovery include:

1. Allowing for timely backups/recovery of large amounts of mission critical data residing on enterprise distributed platforms.

2. Minimizing backup data traffic over the production network.

3. Providing customized backup schedules based on application and systems business requirements.

4. Meeting service level agreements for data availability, restoration, and archiving.

1.2. Scope

This implementation will address items within the following scope:

In Scope

1. Data backup of the Core Financials Development architecture. This includes Sandbox, D01, T01, S01, TR1 instances. Development environment for automated faxing, bank card bolt-on, EAI, output management, paging system, job scheduling and PKI system.

2. The Backup/Recovery architecture will be designed, built, tested, and supported by Computer Sciences Corporation (CSC).

Out of Scope

1. Individual personal computers and workstations will not be backed up.

2. Data archiving is not within scope of this implementation.

3. Disaster recovery is not within scope of this implementation.

4. Storage Area Networks (SAN) are also not within scope of this implementation.

1.3. Assumptions

The following project assumptions have been identified: 


1. A backup/recovery server and tape library unit will be hosted at the Marshall Data center.

2. The necessary data center infrastructure (power, environmentals, networking, floor space) will be available.

3. A dedicated maintenance network segment, which will isolate separate backup network traffic from “normal” production network traffic, will be provided.

4. Applications, database, and backup/recovery servers will be hosted on Sun hardware running Solaris 2.6.

5. Off site media storage will be provided on a regularly scheduled basis such as weekly tape rotations.

6. A defined backup time period must provide sufficient time for backups.

7. Development instance is currently approximately 25 GB and will continue to grow with the addition of new clients and input of data. Bolt-ons and EAI will cause additional growth. 

8. A full restore should be completed within the standards set by the NACC.

9. A single file restore should be completed within the standards set by the NACC.

1.4. Considerations

The following project issues/considerations have been identified: 


1. Is the current backup/recovery solution scalable enough to support the full development architecture?

2. If so, will this be used for production server backup/restore?

3. How much backup/restore data traffic will be over a direct connection and how much over the network?

4. Is gigabit Ethernet available at the planned facility? 

5. Where will all of the Core Financials SAP servers be located?

6. Will there be resources at the server location to swap tapes into and out of the tape library?

7. What procedures are in place for offsite tape requests and rotations?

8. What procedures are in place for user requested restores?

9. What is the required full restore time for the development environment?

10. What is the required restore time for a single file for the development environment?

11. How much downtime can be taken for development database backups?

12. Will the necessary data center infrastructure (power, environmentals, networking, floor space) be available?

13. Is the network infrastructure capacity sufficient to support the data transfer between the source system and the destination system within the required time without negatively impacting other applications. 

14. How will this solution be supported long-term?

2. Requirements

2.1. Business Requirements

The following business requirements have been identified:


	No.
	Requirement
	Mandatory/Optional

	1
	Provide a stable and secure environment that facilitates the development of the Core Financials SAP system. The ability to restore the entire development environment or some portion thereof in the event of a catastrophic failure, minor failure, or human error that results in the loss of data from the system.
	Mandatory

	3
	Leverage existing NASA skills and infrastructure where possible. Such as Oracle Recovery Manager and Legato Storage Manager.
	Mandatory


2.2. Technical Requirements

The following technical requirements have been identified:


2.2.1. Software/Hardware Capability Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Client and Server run on Sun Solaris.
	Mandatory

	2
	Ability to take advantage of multiple types of tape devices and tape libraries. Details of types have yet to be determined.
	Optional

	3
	Ability to take advantage of Gigabit Ethernet.
	Optional

	4
	The ability to integrate into the NASA, IFMP, and/or Core Financials operations environment. This includes integration with the job scheduler and event monitoring solutions.
	Mandatory

	5
	Support logical naming or hostname addressing.
	Optional

	6
	Support large, scalable tape libraries for future growth.
	Mandatory

	7
	Provides centralized administration for all servers.
	Mandatory

	8
	Integrate with SAP’s BRbackup utility.
	Mandatory


2.2.2. Backup Operational Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Support backup of Unix file systems, directories.
	Mandatory

	2
	Support backup of entire operating system.
	Mandatory

	3
	Support hot backup of Oracle databases.
	Mandatory

	4
	Support integration with Oracle backup utilities, such as Recovery Manager.
	Mandatory

	5
	Support automatic scheduling of backups. Long-term solution should be compatible with the tool that is chosen to fulfill the Scheduling Requirements document. An interim solution could be an internal scheduler or an event scheduler such as CRON.
	Mandatory

	6
	Support manual scheduling/initiation of backups.
	Mandatory

	7
	Support backing up of open files or files currently in use.
	Mandatory

	8
	Ability to hold (stage) backup data in DASD.
	Optional

	9
	Ability to stream a single backup to multiple output devices in order to take advantage of parallel reads/writes, in order to achieve a significant throughput increase.
	Mandatory

	10
	Ability of the server to restart failed backup jobs.
	Mandatory


2.2.3. Restore Operational Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Support restore of Unix file systems, directories, and individual files.
	Mandatory

	2
	Support restore and reinstall of entire operating system.
	Mandatory

	3
	Support full Oracle database restore.
	Mandatory

	4
	Support integration with Oracle restore utilities such as Recovery Manager.
	Mandatory

	5
	Ability to restore specific files without mounting/scanning all volumes in backup.
	Optional

	6
	Support file restore to directories other than the originating directory.
	Mandatory

	7
	Support restores to systems other than the originating system.
	Mandatory

	8
	Ability to restore data from a multiple stream backup job. This will allow the restore to use multiple input devices in order to take advantage of parallel reads/writes, in order to achieve a significant throughput increase.
	Mandatory

	9
	Ability of the server to restart failed restore jobs.
	Mandatory


2.2.4. Catalog and Logging Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Creates catalogs for all backup jobs. This catalog would be similar to an index or table of contents to allow for faster retrieval of data.
	Mandatory

	2
	Supports backup/restore of catalog.
	Mandatory

	3
	Catalogs for expired volumes are removed from database.
	Mandatory

	4
	Catalog tracks type of backup and list of backups required for full restore.
	Mandatory

	5
	Maintain logs of all backup/restore operations for a configurable number of days. Following the standards set by NASA Agency wide Computing Center (NACC).
	Mandatory

	6
	Maintain logs of all backup/restore errors for a configurable number of days. Following the standards set by NASA Agency wide Computing Center (NACC).
	Mandatory

	7
	Maintain logs of all system, media and device errors for a configurable number of days. Following the standards set by NASA Agency wide Computing Center (NACC).
	Mandatory


2.2.5. Scheduling Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Ability to interface with leading job-scheduling packages. Long-term solution should be compatible with the tool that is chosen to fulfill the Scheduling Requirements document. An interim solution could be an internal scheduler or an event scheduler such as CRON.
	Mandatory


2.2.6. Monitoring Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Ability to page/notify backup administrators of backup/recovery problems.
	Mandatory

	2
	Ability to interface with NASA/IFMP/Core Financials frameworks.
	Optional


2.2.7. Volume Management Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Ability to track which volumes are on-site and which are off-site.
	Mandatory

	2
	Ability to list all available volumes.
	Mandatory

	3
	Ability to display detailed information on volume including: Creation date, Owner, Content, Current Location, Retention length, or number of days until expiration.
	Mandatory

	4
	Ability to identify necessary volumes for a specific backup/recovery job.
	Mandatory

	5
	Ability to locate and load necessary volumes for a specific backup/recovery job.
	Mandatory

	6
	Ability to identify expired volumes and return them to the available pool.
	Mandatory

	7
	Supports copying of tapes.
	Mandatory

	8
	Supports drive cleaning and other standard maintenance.
	Mandatory

	9
	Ability to add new tapes to the available pool.
	Mandatory

	10
	Ability to remove old tapes from the available pool.
	Mandatory

	11
	The ability to determine the age of a tape and how many times it has been used for backup operations.
	Mandatory


2.2.8. Security Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Only authorized individuals can perform backups and restores.
	Mandatory


2.2.9. Data Selection Requirements

	No.
	Requirement
	Mandatory/Optional

	1
	Data to be backed up or restored must be able to be selected based on server hostname or IP address.
	Mandatory

	2
	Data to be backed up or restored must be able to be selected based on specified files, directories, or files systems.
	Mandatory

	3
	Data to be backed up or restored must be able to be selected based on files modified or created before and/or after a given date and time.
	Mandatory

	4
	Data to be backed up or restored must be able to be selected based on files modified or created since last/backup.
	Mandatory

	5
	Data to be backed up or restored must be able to be selected based on specified file wild card patterns.
	Mandatory

	6
	Data to be backed up or restored must be able to be selected based on exclude/include specified wild card patterns.
	Mandatory
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