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 Introduction

The Core Financial project will implement a SAP solution for the NASA Integrated Financial Management Program.  This solution will not only include the SAP system but will also include several bolt-on applications and other tools that support the SAP system.  As part of the SAP implementation, it is necessary to estimate the amount of storage that the implementation will require.  

Estimating the storage requirements for any new systems is normally undertaken along with the overall server sizing requirements.  This exercise frequently requires educated guesses and approximations to be made based upon limited information.  The consequences of inaccurately estimating the size of the environment are similar as the consequences of incorrectly sizing the server CPU’s and memory.  If the storage space is undersized, the consequences can be drastic in the short-term.  These consequences include having to temporarily shutdown the system until more storage space can be added or the storage space is reallocated on an ad hoc basis.   Therefore, overestimating the necessary environment is usually preferred to underestimating.   However, if the estimates are grossly over the true requirements, then disk space will not approach a threshold percentage of full utilization.  As a result, the unused storage space will sit idle and wait for system growth.  If the system does not grow quickly, this idle disk space could be viewed as a waste of the organization’s resources.  Therefore, caution most still be taken when overestimating the storage resources.

Simply estimating the size or amount of the disk space required for an environment is only the first step in providing a storage solution for a new system.  Other factors must also be taken into consideration.  These factors include:

· Performance

· Reliability

· Availability

· Scalability

· Manageability

· Maintainability

Performance refers to how quickly data can be retrieved from and written to the storage area.  Performance comparisons should be based upon benchmarks and tests that have been performed utilizing the selected database and application, Oracle and SAP.  Reliability refers to how frequently a failure occurs.  Availability refers to how the system behaves when a failure, such as the loss of a single disk, does occur.  Is the data on that disk unavailable until restored from a backup?  Does the application go down due to the loss of a disk, or can it continue as if the failure has not occurred?  Frequently, availability is achieved by using mirroring or RAID technologies.  Scalability refers to the ability to add more disk space as the enterprise and its use of the application grows.  Manageability and maintainability refer to the skills that are necessary to operate and maintain the storage system.  Balancing these factors against the cost of implementation should yield a system that best meets the business needs of the enterprise.

The purpose of this document is to discuss the storage requirements to meet the needs of the Core Financial SAP system.  However, this process should also take into consideration the various bolt-on applications, other applications, and tools that will be utilized in and in support of this environment.

1.1. Scope

This implementation will address items within the following scope:

In Scope

1. The storage infrastructure required for the implementation of Core Financial SAP R/3 will be evaluated.  This includes all SAP instances, including development, testing, staging, production, sandbox, and training instances.

2. Storage requirements for bolt-on applications, as well as execution and operations architecture tools, which may utilize enterprise storage, will be gathered.

3. DASD requirements will only be gathered for an enterprise storage solution.

4. Sizing will be performed with the end state in mind (Core Financial roll-out across the Agency), but will be focused on meeting the needs of the Marshall implementation. 

Out of Scope

1. Requirements for servers utilizing strictly local (unconsolidated) storage will not be gathered.
2. Storage requirements for SAP BW and Workplace/ITS will not be gathered at this time.
3. Network Attached Storage (NAS) will not be implemented.
4. Storage Area Networks (SAN) will most likely not be implemented for the pilot implementation; however, enterprise storage will be positioned for SAN integration.
5. Storage sizing for additional instances and clients that may be required to support SAP roll-outs to other centers will not be factored at this time because it is uncertain what this new landscape will be. 
1.2. Assumptions

The following assumptions have been made:

1. Two Sun E10000 servers will be deployed for part of non-production and all of production.

2. The Production Service Level Agreement (SLA) will define the specific requirements for storage availability, performance (response time), and reliability.

3. It is assumed that the disk space requirements for bolt-on applications, other applications, and tools will be minimal in comparison to the requirements for the SAP databases.

4. SAP R/3 version 4.6C will be implemented along with Oracle 8.1.6.

5. Domains within the E10000 will connect to the enterprise storage via fibre channel.

6. 24 x 7 operations not required for this environment.

7. There will be a daily window to bring down SAP and Oracle for maintenance, if required.

8. Performance degradation during hot database backups is acceptable.

1.3. Considerations

The following project issues/considerations have been identified:

Architecture considerations

1. Based on the initial sizing of the production SAP instance for Marshall and subsequent releases and the ability to take application downtime as well as performance degradation, a split-mirror backup approach may not be required. 

2. There are no plans to utilize a split-mirror for testing purposes.

3. The enterprise storage solution should take into consideration the backup and restore solution designed for the NASA Core Financial implementation.  This includes but is not necessarily limited to any mirroring or RAID requirements that are determined as part of the back and restore solution design.

4. The requirements for performance, availability, and reliability should be extracted from the production service level agreement.

5. The system needs to be scalable enough to meet the needs of the organization as the system is rolled out to other NASA centers and/or as other modules of SAP are added.

6. The technical architecture design and selection process has not yet identified all of the components and tools that will be installed and implemented as part of the Core Financial solution.  Therefore, the storage architecture must be scalable enough to allow the easy addition of these tools and applications into the environment.

7. The information that was utilized as input for the SAP Quick Sizer within the Client/Instance Strategy sizing effort, represented information for a single year and also for 60 months.  This did not take into consideration long-term storage of information or any archiving requirements which have not been identified.

2. Core Financial Storage Sizing Efforts

Three parallel and distinct methods were used to estimate the storage space requirements for the Core Financial SAP system.  The first of these efforts involves estimating the size of the legacy application databases that will either be partially or fully replaced by the SAP system by examining their allocated and utilized DASD.  The second effort leverages the SAP Quick Sizer model to perform both a transaction-based, as well as a user-based sizing. Finally, the third reviews the client/instance strategy and estimates the size of non-production databases based on their proportion to the estimated production database sizing, previous client experience, comparisons with other SAP implementations, itemization of SAP and Oracle filesystems, and storage requirements for components supporting SAP.

2.1. Legacy-Based Sizing

As part of the effort to determine the amount of DASD utilized by the mainframe legacy applications that will be replaced by the SAP systems, conversations were held with the system and database administrators.  These meetings discussed the current DASD environments for the MSFC applications including allocated disk space, utilized disk space, as well as availability and reliability of the current as-is environment.

Currently, all of the MSFC based mainframe applications are stored on StorageTek Enterprise Storage Arrays.  These disk farms utilize a RAID 6 plus configuration to guarantee the availability of the data to the applications.   In this RAID 6 configuration, the array can lose three physical disks without experiencing any interruption of service or loss of data.  Furthermore, the StorageTek arrays are meeting the performance needs of the applications, which utilize the array.  No high performance disk array requirements have been identified.

Currently, the entire NACC data center has four StorageTek farms for all the NASA centers.  Three of these arrays are currently rated at providing 775 GB of data storage and the fourth of the arrays is rated at providing 865 GB of storage.  This provides a total rated capacity of 3190 GB for the NACC.   Of this 3190 GB, 795 GB has been allocated to applications in support of the 10 NASA centers and agency-wide applications.  This 795 GB is allocated to the various centers in the following manner:

Centers’ DASD Usage
	Center
	GB

	Glenn  
	62

	Langley 
	40

	Ames   
	43

	Goddard
	91

	NACOMN 
	91

	MSFC
	114

	HQ     
	43

	JSC   
	23

	Stennis
	31

	KSC    
	80

	PAYROLL
	179

	TOTAL
	795


The Payroll application is an agency-wide application that supports all 10 NASA centers.

According to the Centers’ DASD Usage table, MSFC has 114 GB of disk space allocated for its applications.   Of this 114 GB, 80 GB of space is dedicated to MSFC ADABAS applications, which includes all of production, testing, and development.   Of this 80 GB, 8.1 GB is dedicated to production ADABAS applications, which are likely to be replaced by the Core Financial system.   These numbers are summarized in the tables below.

Total NACC Storage Capacity and MSFC DASD Usage
	StorageTek Arrays
	4

	Total Space in Arrays
	3190 GB

	Disk Space Allocated to MSFC ADABAS applications 
	80 GB

	MSFC Production database size
	8.1 GB


SAP Quick Sizer Approach

The SAP Quick Sizer approach led to an Enterprise Storage Recommendation based on the following:

SAP Quick Sizer (Transaction-based) Activity – The SAP Quick Sizer is a web-based tool developed by SAP in cooperation with their platform partners to assist in calculating CPU, disk, and memory resource requirements.  Projected Transaction Estimates for 2001, taken from the Core Financials Server Sizing Requirements Document, were utilized as the primary inputs for the Quick Sizer tool.  The documents and objects that were utilized included: Commitments, Obligations, Reimbursements, Reimbursable Bill, NF 1018, Invoices, Payments, and Bank Card Transactions.  The following table further details the NASA data that was interpreted into objects for the SAP Quick Sizer tool: 

	Document Type
	1998
	1999
	Projected 2001

	Commitments
	749,659
	848,062
	1,000,000

	Obligations
	931,745
	1,076,002
	1,200,000

	Reimbursable
	3,320
	3,022
	3,500

	Reimbursable Bill
	9,414
	8,597
	9,000

	NF 1018
	1,842
	1,710
	1,710

	Invoices
	192,747
	171,138
	170,000

	Payments
	202,387
	188,064
	188,000

	Bank Card Transactions
	89,097
	88,735
	89,000



Based on initial discussions with the process team in March, the above numbers were converted into the following objects :

	Module
	Objects per year
	Line Items
	Retention Period in months

	CO
	1,631,000
	1
	12

	FI
	4,458,000
	1
	12

	MM-PUR
	1,000,000
	2
	12

	PS
	1,630,000
	1
	12

	SD
	3,500
	1
	12

	SD-BIL
	9,000
	1
	12



The Quick Sizer returned an estimate of 36 to 50 GB of disk space required for the SAP Oracle database. It is important to note that this is based on no more than 1 or 2 line items per object and an on-line retention period of 12 months.

After further discussions with the process team, the following is another set of data as input into the Quick Sizer :

	Module
	Objects per year
	Line Items
	Retention Period in months

	CO
	1,631,000
	3
	60

	FI
	4,458,000
	3
	60

	MM-PUR
	1,000,000
	3
	60

	PS
	1,630,000
	3
	60

	SD
	3,500
	3
	60

	SD-BIL
	9,000
	3
	60



The Quick Sizer returned an estimate of 310 to 360 GB of disk space required for the SAP Oracle database. It is important to note that this is based on 3 line items per object and an on-line retention period of 60 months. The process team determined that certain financial objects are required to remain open and on-line for a period of up to 5 years and cannot be archived or move to near-line (tape) storage.

It is important to note that the same number of objects was used for the server sizing exercise and that it yielded a very small SAPS calculation, which was not used for the final server sizing. Therefore, the above estimates should be used strictly as references.

SAP Quick Sizer (User-based) Activity – The SAP Quick Sizer user-based sizing is used to obtain a very rough estimate of server and storage sizing.  Projected User Estimates for 2001, taken from the Core Financials Server Sizing Requirements Document, were utilized as the primary inputs into the Quick Sizer tool.  The following table further details the NASA’s user data: 
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	Total
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	5.00%
	
	
	
	


The Quick Sizer returned an estimate of 280 to 400 GB of disk space required for the SAP Oracle database. It is important to note that this is based on very rough estimates inherent in the user-based model and does not specifically factor in a retention period.

2.2. Client/Instance Strategy Based Sizing

The Client/Instance Strategy Sizing analysis led to an Enterprise Storage Recommendation based on the following:

Client/Instance Strategy Analysis – A thorough analysis of the Client/Instance strategy was undertaken to determine the purpose, activity, initial size, and growth rate for each client within the proposed landscape through the roll-out for MSFC.  While the SAP Quick Sizer activity generated a ‘hard’ number for the production client – the Client/Instance Strategy analysis lead to a pattern of ‘proportionality’ between the instances which assisted in refining the estimates for the Development, Test, and Staging systems.

The size ratios estimated were for each client and were in relation to the size of the Production client.  It is important to consider that the numbers below are client specific and that the Development and Test systems will need to be sized to accommodate multiple clients.  The estimated Client Size Ratios are noted below. 

	System Name
	Client Size Ratio to Production (Run state)
	Client Size Ratio to Production (Build state)

	Development
	1:10
	1:5

	Test
	1:5
	1:2

	Staging
	1:1.2
	1:1.2



Previous Client Experience – Previous client experience was taken in account including client experience with other 4.6C installations.  This experience coupled with an analysis of the scope of the Core Financials implementation lead to an initial estimate of the storage requirements here at Marshall Space Flight Center.  This estimate factored in storage requirements for the Operating System, the SAP kernel and executables, the Oracle database, and the number and type of clients contained within each instance.

Comparisons with other SAP implementations – To validate the results of the Client/Instance Strategy analysis we compared our results with existing SAP implementations where similar client/instance and Test methodologies were utilized. One such client after running SAP in Production for 3 Years reported the following sizes for systems in their landscape:

	System Name
	Overall System Database Size
	Number of Clients

	Development
	66 GB
	4

	Test
	150 GB
	6

	Staging
	800 GB
	1

	Production
	800 GB
	1


This activity generated numbers that were similar in proportion and assisted in further refining and confirming our sizing estimates.

Base SAP 4.6C Disk Requirements – The following is the breakdown of disk space required for the base SAP R/3 4.6C installation. Upon completion of installation, base clients 000, 001, and 066 will be available.

	SAP File Systems
	Size-MB

	<sapmnt>/<SAPSID>
	300

	/usr/sap/<SAPSID>
	380

	/usr/sap/trans
	100

	
	
	

	Oracle File Systems
	

	/home/oracle
	5

	/oracle/<SAPSID>/816_32
	950

	/oracle/client/80x_32
	20

	/oracle/stage/816_32
	650

	/oracle/<SAPSID>/origlogA
	55

	/oracle/<SAPSID>/origlogB
	45

	/oracle/<SAPSID>/mirrlogA
	55

	/oracle/<SAPSID>/mirrlogB
	45

	/oracle/<SAPSID>/saparch
	4000

	/oracle/<SAPSID>/sapreorg
	14000

	/oracle/<SAPSID>/sapdata1
	2820

	/oracle/<SAPSID>/sapdata2
	3800

	/oracle/<SAPSID>/sapdata3
	2100

	/oracle/<SAPSID>/sapdata4
	1700

	/oracle/<SAPSID>/sapdata5
	2050

	/oracle/<SAPSID>/sapdata6
	2550

	Total base install
	
	 35625


Disk Requirements for other components – The following is the breakdown of disk space required for Execution, Operations, and Development Architecture components which support SAP.

	Other Components
	EAI 

Est. storage 


	Job Scheduling

Est. storage
	Systems Mgmt.

Est. storage
	Total for each

instance

	SND-BASIS Sandbox
	N/A
	N/A
	10
	10

	D01 -Development
	50
	5
	10
	65

	T01 – Test
	50
	5
	10
	65

	S01 - Staging / QA
	50
	5
	10
	65

	P01 - Production
	100
	10
	20
	130

	TR1 – Training
	N/A
	N/A
	10
	10

	Total
	250
	25
	70
	345 GB


2.3.  Conclusion

Based on all of the exercises, the following estimates were generated:

	R/3 Environment
	Est. storage 

for SAP Database
	Est. storage for

Non-database
	Est. storage for 

other components (see chart above)

	SND-BASIS Sandbox
	45
	19
	10

	D01 -Development
	70
	36
	65

	T01 – Test
	150
	36
	65

	S01 - Staging / QA
	300
	36
	65

	P01 - Production
	300
	36
	130

	TR1 – Training
	90
	36
	10

	Total
	900
	199
	345



Total Enterprise Storage Requirements:

	R/3 Environment
	Est. storage 

for SAP Database
	Est. storage for

Non-database
	Est. storage for 

other components (see chart above)

	S01 - Staging / QA
	300
	36
	65

	P01 - Production
	300
	36
	130

	Total
	600
	72
	195

	
	Tot. Usable Disk Req. = 867 GB
	Tot. Raw Disk Req. = 1734 GB*
	* Based on mirroring configuration


Requirements

2.4. Business Requirements

The following business requirements have been identified:


	No.
	Requirement
	Mandatory/Optional

	1
	A functioning, available, and reliable Core Financials systems that meets the define Service Level Agreement requirements for performance, availability, and reliability.  The SLA calls for the SAP system to be available to end users from 6am to 10pm, for the batch window to take from 10pm to 2am, and for backups to take from 2am to 6am.  
	Mandatory

	2
	A system that can handle increasing amounts of data as it is deployed to other NASA center, as other SAP modules and functionality are added, and as the system is utilized and more data is entered.  The initial deployment of the Core Financial’s system will be to MSFC.  However, it will be ultimately deployed be deployed agency-wide.  Furthermore, NASA may choose to make use of other modules and functionality within the SAP environment than was originally intended.  Finally, as the system usage increases and more data is entered, storage utilization will also increase.
	Mandatory


2.5. Technical Requirements

The following technical requirements have been identified:

	No.
	Requirement
	Mandatory/Optional

	1
	The ability to add more physical storage without taking downtime as the SAP system is deployed to more NASA centers, as new functionality is added, and as data storage demands increase.
	Mandatory

	2
	The ability to connect and allow multiple servers to access the storage array simultaneously.
	Mandatory

	3
	The ability to connect to multiple server and platform types to access the storage array simultaneously.
	Optional

	4
	The ability to increase the number and types of servers connected to the storage array as the Core Financial environment adds more functionality, servers, or as the environment is deployed to more NASA centers.
	Mandatory

	5
	Provide 24x7 availability to data.
	Mandatory

	6
	Eliminate all single points of failure.
	Mandatory

	7
	The ability to support many different RAID levels simultaneously.  The various RAID levels provide differing degrees of data protection and recoverability.  
	Optional

	8
	The ability to guarantee the integrity and the reliability of the data stored within the array.
	Mandatory

	9
	The ability to prevent loss of data or the availability of data due to a hardware failure such as the failure of a physical disk.  A failure of a disk should not cause an interruption in system availability.  The system should continue to function with all data being available. Therefore, RAID protection is required such that no loss of service or loss of data occurs as a result of a hardware failure.  However, the specific RAID level or configuration will be driven by the vendor selected for the enterprise storage solution.
	Mandatory

	10
	Disk replacement, addition, and other maintenance should be able to be performed without an interruption in service or data availability.
	Mandatory

	11
	Provide centralized monitoring, maintenance, and administration.
	Mandatory

	12
	Provide a centralized log for reporting all messages, warnings, errors, and failures.
	Mandatory

	13
	Integrate into the operation’s event monitoring and management architecture.  Send all appropriate alerts and events to the event management tools.
	Mandatory

	14
	Provide automated notification of vendor of required maintenance, repairs, and preventive care.
	Mandatory

	15
	The storage and server solutions must in combination be able to meet the SLA defined performance requirements.  Currently, the SLA has a response time requirement of less than two seconds, excluding the network.  Therefore, the enterprise storage solution must provide throughput and response times that can facilitate this less than two second response time.  This usually requires the use of integrated caching and a proven caching algorithm.
	Mandatory
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