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1 introduction

The mission of the Integrated Financial Management Program (IFMP) is to improve the financial and human resources management processes throughout the Agency.  IFMP will re-engineer NASA's business infrastructure in the context of industry "best practices" and implement enabling technology to provide necessary management information to support the Agency's strategic plan implementation.  To accomplish its mission, IFMP has identified the following business objectives that are characterized as Agency Business Drivers:

· Provide timely, consistent, and reliable information for management decisions

· Improve NASA's accountability and enable full cost management

· Achieve efficiencies and operate effectively

· Exchange information with customers and stakeholders

· Attract and retain a world-class workforce

IFMP has developed an Operations Framework to support the Agency Business Drivers by providing the model for a consistent method of system support and maintenance across the Agency.  Specifically, this includes:

· Maintaining standard systems and operational processes

· Maintain the computer systems that support the improved efficiency and effectiveness of business processes

· Maintain the infrastructure and tools that allow the free flow of information within support operations.  (e.g. root cause analysis and remediation plans)

· Provide tools and operational environments that contribute to NASA's ability to attract and retain a highly qualified information technology (IT) workforce

Within the system support and maintenance model there is an element of operational support defined as infrastructure support.  This support element provides enterprise support for the hardware, data storage, and network systems and the services usually associated with them.  This area includes the application and database servers utilized by the ERP applications.  Infrastructure support typically includes the following:

· Hardware acquisition, installation and maintenance

· Planning and testing disaster recovery

· Storage management (allocation, backups, restores, archiving)
· Network performance monitoring

In order to meet the Agency Business Drivers and support the IFMP operational objectives, this agreement serves to leverage the infrastructure and network capabilities and expertise that already exists within the Agency in the NASA Integrated Services Network (NISN).

1.1 Purpose

This Operating Level Agreement (OLA) is made by and between NASA Integrated Financial Management Program Competency Center (IFMPCC) and NASA Integrated Services Network (NISN).     This OLA reflects the mutual understanding of the services and service levels to be provided by NISN, which form a part of the overall services provided by IFMPCC to the IFM Program user and management base.

1.2 Agreement Period

Unless modified, this document will remain valid:

	From 
	To

	September 18, 2002, the “Schedule Effective Date”
	October 1, 2003


1.3 Periodic Reviews

This document will be reviewed periodically by the IFMPCC and NISN as follows:

	Frequency of review
	Date of first review

	Annually
	February 1, 2003


Review date coincides with NISN annual reviews.

2 Reference Documents

This OLA may make reference to the following documents.  This list is for convenience only, and inclusion does not in itself make a document inclusive to this OLA.

	Title
	Version

	NASA Integrated Services Network (NISN) Services Document (NISN 001-001)
	Revision 3-C Dated 12/31/2000

	NASA Integrated Services Network (NISN) Trouble Reporting, Activity Scheduling, Mission Freeze and Major Outage Notification Procedures (CSOC-MSFC-LOP-002931)
	Draft version 0.1  (not dated as a draft)

	CSOC Emergency Preparedness and Disaster Recovery Plan (CSOC-MSFC-PLAN-000451)
	Original Dated 11/01/2000

	NASA Integrated Services Network (NISN) Security Management Plan (CSOC-MSFC-PLAN-001095)
	Revision 3 Dated 07/31/2002

	MSFC Institutional PSLA
	

	NASA Service Request System (NSRS) Process
	Revision 2.0 Dated 6/15/2002

	IFMP Core Financial Service Level Agreement
	September 2002


3 Process for Maintaining the OLA

3.1 Responsibility

The IFMPCC Operations Lead is responsible for:

· collecting suggestions for updates to this OLA, 

· preparing a draft of the revised OLA while highlighting significant changes, 

· ensuring that all changes are approved by IFMPCC and NISN, 

· distributing updated copies to listed recipients, and

· maintaining an archive with current and past versions of this OLA.

3.2 Initiation of Changes

Anyone can propose changes to this OLA at any time by submitting them to the IFMPCC Operations Lead.  IFMPCC staff will channel suggestions through the IFMPCC Operations Lead.  NISN staff will channel suggestions through the MSFC NISN Center Representative. 

On a periodic basis, the Joint Steering Committee reviews performance against this OLA, reviews any suggested changes to this OLA, and directs changes to this OLA in accord with evolving business requirements.

3.3 Approval of Changes

The initial OLA and any update to it must be approved by the IFMPCC Operations Lead, the IFMPCC Project Sponsor, and the IFMPCC Project Manager and NISN Project Manager, who act as the authorized representatives of their respective organizations and are accountable to the Joint Steering Committee. 

Distribution of the OLA

In order for IFMPCC staff to obtain the most value from the services described here, they should be aware of this OLA.  Likewise, in order for NISN staff to meet the service objectives described here, they should be aware of this OLA.  Therefore the contents of this OLA, should be given the broadest possible distribution.

The following people hold copies, and are responsible for ensuring awareness within their organizations:

	Copy No.
	Holder Name
	Holder Role
	Location

	1
	Kim Wright
	MSFC NISN Center Representative
	MSFC

	2
	Kathy Hatley
	NISN Team Lead, NSG
	MSFC

	3
	Beth Paschall
	NISN Team Lead, CIG
	MSFC

	4
	Bill Caudle
	NISN Business Manager
	MSFC

	5
	David Howell
	MSFC IFMP IT Point of Contact
	MSFC

	6
	Owen Johnson
	NISN Security Manager
	MSFC

	7
	George Gazzier
	CSOC Operation Manager
	MSFC

	8
	Joe Finney
	CSOC MSFC Customer Services Director
	MSFC

	9
	Steve Smartt
	IFMP Operations Lead
	IFMPCC

	10
	Dave Francis
	IFMP Production Support Manager
	IFMPCC


NISN Responsibilities

3.4 Overview

The NISN provides Wide Area Network (WAN) network systems and operational support for Programmatic and Administrative processing requirements for the Agency.  Within this agreement, the NISN is responsible for the following functions as they relate to NISN assets:

· Service Provisioning:

· Requirements Gathering, Analysis, Network Design and coordination of implementation details and activities

· Service Delivery:

· Sustaining Operations, Maintenance, Network Performance Monitoring, Architectural Change Control and Configuration Management

· Life-Cycle Network Engineering: 

· Utilization Analysis, Network Optimization and Architecture/Technology Refresh

· Emergency Preparedness:
· Disaster Recovery Planning and Execution

· Network Security:

· Network Security Planning, Execution, Intrusion detection and Incident Response
This document addresses specific NISN responsibilities in all of these areas, as well as IFMPCC responsibilities related to these areas.  

NISN Service Provisioning:

NISN will perform the following functions in support of WAN service implementations.

	NISN Service Provisioning

	NISN Responsibilities
	IFMPCC Responsibilities

	Maintain Customer interface and liaison through Customer Service Site Representatives responsible for representing NISN.
	Maintain NISN interface and liaison through the assignment of a project Point Of Contact (POC) responsible for representing the IFMPCC.

	Maintain the NISN Service Request System (NSRS) and the NISN Service Requirements Database (NSRD) in support of Customer requirement identification, gathering, forecasting and tracking.
	Input/communicate through the NISN Site Representative IFMPCC requirements for submission to NSRS.

	Provide requirements analysis, preliminary solution design, Rough-Order-Of-Magnitude (ROM) Costs and Cost Estimates as necessary.
	Provide requirement clarification as necessary during the ROM/Cost Estimating process.  Also provide budgetary analysis and funding direction for proceeding beyond the cost  estimating activity.

	Perform final design, initiate physical service implementation to include acquisitions, coordination of implementation instructions/details with the IFMPCC, NISN Operations, commercial carriers and NASA Center Local Area Network (LAN) Administrators as necessary.
	Provide a POC for coordinating the implementation window and associated  activities with the IFMPCC user community as necessary. 


NISN Service Delivery:

The NISN provides sustaining operations and maintenance support for NISN assets and architectures. NISN responsibilities include the following:

	NISN Service Delivery

	NISN Responsibilities
	IFMPCC Responsibilities

	Perform service implementation activities in coordination with the customer and support customer acceptance testing.
	Perform service acceptance testing to verify service delivery at implementation.

	Provide Call Center services (NASA Information Support Center (NISC)) for trouble calls and technical support on a 24-hour, 7-days per week basis. Provide problem notification and escalation to management, IFMPCC and Center representatives as required, as well as the dispatching of support personnel for the resolution of those problems.
	Contact the NISC for NISN problem reporting and network trouble resolution. Report observed processing and response problems to the NISN via a NISN Trouble Ticket.

	Provide Network Management services (Enterprise Network Management Center (ENMC)) on a 24-hour, 7-days per week basis.
	Provide a technical POC for coordinating/assisting the NISN ENMC service restoration efforts as necessary.

	Document, publish and coordinate network maintenance activity schedules as necessary.

Provide access to the NISN Activity & Outage Posting & Notification System (AOPNS) to post and distribute IFMP outage/activity notification
	Subscribe to the NISN Activity & Outage Posting & Notification System (AOPNS).  Review published activity notifications for potential impact to the IFMPCC and alert NISN of any conflicts.

	Maintain network performance at or above the required levels of service for each grade of service delivered. Service levels are found in the NISN NSD.


	Provide feedback on service performance and any improvement/degradation in service levels.

	Continually monitor the performance of the network and report performance metrics Monthly. 
	Provide feedback on service performance and any improvement/degradation in service levels.

	Provide stringent configuration management and architectural change control processes to ensure changes are accomplished in a coordinated manner while minimizing impact to the IFMPCC.
	Provide feedback as necessary to proposed changes in NISN configurations/architectures.

IFMP representative will attend weekly NISN review meetings to communicate any IFMP concerns and/or upcoming significant events.

	Provide access to http://netperform.nasa.gov to collect IFMP data flow information.
	Subscribe and utilize tool for ad hoc reporting and provide feedback on performance.

	Provide AOPNS tool to allow posting & distribution of outage & activity notices
	Utilize AOPNS for posting and distribution of outage & activity notices pertaining to IFMP.


3.5 NISN Life-Cycle Engineering: 

Continual Network Engineering is necessary to ensure that resource optimization is maintained and that technology obsolescence issues are detected, assessed, and addressed in a timely manner. The NISN is responsible for the following activities:

	NISN Life-Cycle Engineering 

	NISN Responsibilities
	IFMPCC Responsibilities

	Maintain a continuous program of NISN performance analysis, capacity planning, and monitoring.
	Continually advise/status NISN Center Representative and Site Representative of changes to the IFMPCC requirements and workload projections for capacity planning.

	Develop and implement NISN resource  optimization plans as necessary to maintain optimal service levels while supporting customer requirements.
	Continually advise/status NISN Center Representative and Site Representative of changes to the IFMPCC service delivery levels including improvements and/or any degradation of service observed by the IFMPCC.

	Develop and implement NISN architecture changes in support of cost/performance optimization and technology refresh/infusion to prevent obsolescence of the NISN infrastructure.
	Continually advise/status NISN Center Representative and Site Representative of changes to the IFMPCC requirements and NISN service delivery levels including improvements and/or any degradation of service observed by the IFMPCC.


3.6 NISN Emergency Preparedness:

The NISN is responsible for providing Disaster Recovery for the NISN infrastructure. The NISN is responsible for the following:

	NISN Emergency Preparedness

	NISN Responsibilities
	IFMPCC Responsibilities

	Maintain a NISN Emergency Preparedness and Disaster Recovery Plan for the NISN infrastructure.  At a minimum the plan must address risk assessment, responsibilities, architecture/service recovery procedures/contingencies, resource allocations, quality records, training and exercises.
	Coordinate IFMPCC disaster recovery contingencies with NISN to ensure a complimentary approach to service recovery is achieved.

	Provide support for IFM disaster recovery exercises and events.
	Advise/status NISN MSFC Center Representative and MSFC Site Representative of IFM disaster recovery exercises.  These will be documented in the MSFC/IFM PSLA with detail identified via NISN service requests.  IFM will also provide funding for the NISN support needed for the exercises.


3.7 NISN Security Management:

IFMP utilizes the NISN PIP network which virtually limits the risk of traffic exposure to the Public Internet. The NISN’s responsibilities are as follows:

	NISN Security Management 

	NISN Responsibilities
	IFMPCC Responsibilities

	Maintain a NISN Security Management Plan for the NISN suite of service offerings.  At a minimum the plan must address risk assessment, responsibilities, architecture/service security procedures/contingencies, resource allocations, quality records, training and incident response.
	Coordinate IFMPCC security requirements with NISN to ensure a complimentary approach to service security is achieved.  Report all security incidents to the NISN Security Team.

	Monitor and manage Intrusion Detection devices in the IFM environment.  Report all security related incidents to IFMPCC.
	

	Provide 24x7 Tier 2 monitoring,  of availability performance of all in scope hardware and network systems including firewalls
	

	Provide problem notification and escalation to management and IFMPCC or Center rep’s as required for all network hardware including firewalls
	

	Provide DNS support for IFMP resources.
	


Appendix A – Point of Contacts

	Name
	Role
	Phone Number

	Rick A. Helmick
	NISN Project Manager
	544-3460

	Jonathan Pettus
	IPO Manager
	544-9271

	Kim Wright
	MSFC NISN Center Representative
	544-0936

	Kathy Hatley
	NISN Team Lead, NSG
	544-6571

	Beth Paschall
	NISN Team Lead, CIG
	544-2930

	Bill Caudle
	NISN Business Manager
	544-4197

	David Howell
	MSFC IFMP IT Point of Contact
	544-0219

	Owen Johnson
	NISN Security Manager
	544-4539

	George Gazzier
	CSOC Operation Manager
	961-9494

	Joe Finney
	CSOC MSFC Customer Services Director
	961-9443

	Steve Smartt
	IFMP Operations Lead
	544-5636

	Dave Francis
	IFMP Production Support Manager
	961-6380


Appendix B – IFMP Performance Standards

The following performance standards refer to the agreed upon standards in the Service Level Agreement (SLA) between the Core Financial Steering Committee and the IFMPCC.

Established Performance Standards

	Service
	Applicable Definitions
	Standards
	Calculation

	Problem Resolution
	Severity 1 problems are immediate and total loss of critical business functions. 
	Q1: In any 1-month period, 95% of severity 1 problems will be resolved within 4 hours.
	Q1 = Actual / 95%

	Problem Resolution
	Severity 2 problems are significant loss of critical business functions.  
	Q2: In any 1-month period, 90% of severity 2 problems will be resolved within 8 primary business hours.
	Q2 = Actual / X2%

	Problem Resolution
	Severity 3 problems are partial loss of critical business functions.  
	Q3: In any 1-month period, 90% of severity 3 problems will be resolved within 24 primary business hours.
	Q3 = Actual / X3%

	Problem Resolution
	Severity 4 problems are problems other than Severity 1, 2 or 3.
	Q4: In any 1-month period, 90% of severity 4 problems will be resolved within 30 business days.
	Q4 = Actual / X4%

	Change Requests
	On time means made available for production on the date mutually agreed.
	Q6: In any 1-month period, 90% of modifications will be on time.
	Q6 = Actual / X6%

	
	A modification is right the first time if it does not have to be changed or pulled out of production within 5 days of its initial use.
	Q7: In any 1-month period 90% of modifications will be right the first time.
	Q7 = Actual / X7%


	Availability Schedules
	Primary Business Hours requirements:

600– 1900 (CT) Mon – Fri.
	· Time during which users are able to access the IFMP systems and perform work.  
	

	
	Secondary Business Hours requirements:

1900 –  2400 (CT) Mon – Sun

1900 – 0400 (CT) Mon – Sun for Cron ONLY***
	· Time during which users are able to access the IFMP systems and perform work.  

· User accessing the system during the batch-processing window may experience less than optimal response times.
	

	
	Prescribed hours for Backup Hours:

Incremental:

2400 – 0400 (CT) Mon – Sun

Disaster Recovery: Recovery time objective (from time of approval)
Weekly (Sun) Maintenance Window
	· The application will be available during this time for online users, albeit in lower performance levels.

· MTTR = 4 Hours 
Relates to time required to restore system and application to service
· 
	

	
	System Maintenance / Migration windows:

0400 – 0600 (CT) Mon – Sat

0700 – 1600 (CT) Sun
	· Times that have been designated as the window during which the application might be unavailable on prior notice for weekly backups, ongoing preventive maintenance, application updates or other such activities.
	

	Availability Requirements
	Availability (%) = Hours system is available
	· Availability Objective = 99.8%
	

	Recoverability Requirements
	Reliability – average time between service interruptions
	· Reliability Objectives =
Mean Time (scheduled production hours) Between Failures*  = 1 Quarter
	

	
	Recovery Time Objective (from time of approval)
	Mean Time To Repair = 4 Hours

Relates to time required to restore system and application to service
	

	
	Recovery Point Objective  (from point of failure)
	Minor Failures:  Point of Failure

Major Failures:  Previous day
	

	Performance Requirements
	Online – Online response time is server response time from submit to completion  (not end-to-end)
	· 90% of non web-based transactions complete:< 1 second

· 90% of web-based transactions complete:< 2 seconds
	

	
	Batch – Batch response time is the execution time of a batch job excluding queue time
	· 100% of scheduled batch processes will be completed by the end of the secondary business window.
	

	
	End – to End Performance (IFMP will consider these goals and will monitor actual results)

· Windows SAP GUI (Identified representative transactions)

· Macintosh JAVA GUI (Identified representative transactions)

· Windows HTML GUI (Identified representative transactions)
	· 90% complete: < 3 seconds

· 90% complete: < 3 seconds

· 90% complete: < 6 seconds
	

	
	Acceptable Packet Loss
	· <1.0%
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