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1. Purpose

The purpose of the Integrated Financial Management Program (IFMP) Operations Strategy is to define a program level plan for the successful operation of the Module Projects within the IFM Program.  The Operations Framework concluded that the best solution for successful transition and operation of the Module Projects is an Operations Model based on a centralized Competency Center.  The Operations Strategy defines the IFM Program operations approach based on the Competency Center guidelines established by the IFM Program Operations Framework.

2. Operations Plan Components

The Operations Framework identifies the need for an operations plan for each Module Project to address the unique operational requirements of each application and related business process.  However, much of the foundation of the operations plan based on a centralized Competency Center model is consistent across Module Projects.  In order to accommodate the uniqueness of Module Project operations and to allow for the greatest reuse of common concepts within the Competency Center model, the operations plan has been separated into different Plan Components. 

2.1 Operations Plan Overview

Figure 1:  Operations Documentation Hierarchy provides an overview of the set of documentation that defines the operations plan for the IFM Program.  The Operations Framework provides the concept and definition of operations support that is used throughout the operations documents.  The IFMP Operations Strategy Presents a high level view of the roles and responsibilities of each NASA Center, the IFMP Competency Center and the business community, based on the six elements of support presented in the IFMP Operations Framework.  
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Figure 1:  Operations Documentation Hierarchy

Table 1.  Operations Document Hyperlinks

	IFMP Operations Framework

	IFMP Core Financial Steering Committee SLA

	IFMP Center (MSFC) OLA

	IFMP NACC OLA

	IFMP NISN OLA

	IFMP NISC OLA

	CM Plan


In addition to the IFMP Operations Strategy, a Service Level Agreement (SLA) will define the scope and service levels of the IFMP Competency Center.  There will be one SLA for each Module Project within the IFM Program.  To accompany each SLA, a Competency Center Standard Operating Procedures (SOP) document will define the processes, detail metrics and relationships between each organization identified within the respective SLA.  Each SLA will reference Module Specific documentation as required to address module-specific detail operations support items, such as interfaces and batch processing.

A Stabilization Support Plan will be developed for each Module Project.  The Stabilization Support Plan will define the process for transitioning from the implementation phase to sustained operations support within the IFMP Competency Center.  The Module Project, with support from the Integration Office, will ensure that all operational transition issues are addressed in a Stabilization Support Plan. The Integration Project will assist the Module Project by helping to define the transition strategy and support roles and responsibilities.

2.2 IFMP Operations Strategy

The IFMP Operations Strategy is the highest-level component in the overall operation plan.  This document provides the approach to operations support, introduces the Competency Center Model, identifies roles and responsibilities based on the elements of support introduced in the Operations Framework, and defines a governance model for operations support.

2.3 Service Level Agreement

A Service Level Agreement (SLA) will be developed between the Competency Center and each Module Project Steering Committee.  The Service Level Agreement will provide the service level objectives for the sustaining operation and support of the applications being deployed by the Module Project.  The SLA will contain the detail scope of services, applications and business processes supported, and agreed upon service levels for the operations support to be provided by the Competency Center for the NASA business community.  The SLA will serve as the basic agreement between the IFMP Competency Center and the business community.  The Competency Center will make use of Operating Level Agreements with other NASA and external organizations to augment the services provided by the Competency Center and ensure end-to-end operational support capability

2.4 NASA Center Operating Level Agreement

An Operating Level Agreement (OLA) will be developed between the Competency Center and each NASA Center.  The Operating Level Agreement will include the service levels as defined within the Module Project SLA and will define the specific roles and responsibilities that will be assumed by the NASA Center for operations support.  Ultimately, The primary purpose of the OLA is to define the scope of services to be provided and the measures to determine how well the defined services have been provided..  The OLA will reference a Procedures Manual and any application or Module Specific documents as appropriate to adequately define the scope of services to be provided.

2.5 Additional Operating Level Agreements

The IFMP Competency Center will make use of Operating Level Agreements (OLAs) with other NASA organizations in order to supplement the services provided directly by the IFMP Competency Center and provide the full scope of services defined within the SLA.  For example, the NASA ADP Consolidation Center (NACC) will host the hardware and provide infrastructure services for IFMP systems.  An OLA will be developed between the IFMP Competency Center and the NACC that contains service levels for services provided by the NACC, which meet or exceed the service levels that the IFMP Competency Center promises to its customers in the SLA.  As a minimum, OLAs will be required between the Competency Center and the NASA ADP Consolidation Center (NACC) for infrastructure support, the NASA Information Support Center (NISC) for Help Desk support and NISN for wide area network (WAN) support.  In addition, the Competency Center will maintain service agreements and SLAs with hardware and software vendors to support the service level objectives stated in the Module Project SLA.  The NASA Center may also employ the use of OLAs with service providers to manage NASA Center-provided services.  Figure 2 below provides an overview of the relationship between SLAs and OLAs.
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Figure 2:  Service Level Agreements and Operating Level Agreements

Standard Operating Procedures Manual

A Standard Operating Procedures (SOP) Manual will be developed to support each SLA and will provide the processes and procedures that will be used to request, provide and report status of services provided by the Competency Center under the SLA.  Additional processes for issue management, escalation and prioritization are also addressed in the Procedures Manual.  A single IFMP Competency Help Desk Procedures document will be developed, which will supplement the Procedures Manuals and provide detail process flows for reporting and processing service requests and problem reports.

2.5.1 Help Desk Procedures

The helpdesk procedures are intended to provide the means for request and documentation of support and services required to support IFMP applications.  In particular, these procedures address the Help Desk process for the support of the Core Financials SAP environment(s) and all ancillary systems, software and/or hardware, including Gelco Travel Manager, NASA STARS (Resume Manager) and Position Description Management (PDM).

The procedures within this document describe the process for requesting and resolving support requests or trouble tickets, including the following:

· Problem analysis and resolution 

· Performance management

· Application connectivity and availability

Module Project-Specific Processes

To address the unique operational characteristics and requirements related to supporting the applications deployed by each Module Project, specific procedures will be developed to define the processes and procedures required for routine administrative, processing and maintenance tasks.  As a minimum, the Module Project and the Integration Project Offices in conjunction with the Competency Center will develop the following documents during the Agency Design and Pilot phases of the project for each Module Project:

· Scheduled Process and Interface Document

· Configuration Management Procedures

· Security Administration Procedures

· Application Configuration and Administration Procedures (as required)

In addition to these documents, each Module Project Office and the Integration Project Office will deliver Agency and Center configuration and design documentation to the Competency Center to be placed under Configuration Management control when the system is base lined.  The additional documentation related to the functional and operating requirements and characteristics of the application and the environment will be required for sustaining operations support.  The Module Project will make documentation available to the Competency Center when it is base lined.  As a minimum, the following documentation is necessary for the successful operational support of the IFMP systems:

· Technical Architecture Documentation

· Interface and Integration Solution Documentation

· Business Process Flows and Documentation

· Enhancement and Extension Documentation and Source Code

· Level IV Project Requirements

· Functional Solution Documentation Related to Project Requirements

· Training Documentation

· Reporting Requirements, Solutions and Source Code

Operations Architecture

The IFMP Competency Center will develop and maintain system operational procedures for the systems deployed by each module project.  These procedures will include the major components of managing and maintaining the operational architecture solutions for the deployed systems.  The system operational procedures will form part of the overall Operations Plan, but will be working level documents utilized within the IFMP Competency Center.  More detailed operational procedures have been developed to support the IFMP operations architecture for the following:

· Backup and Recovery 

· Disaster Recovery 

· Event Management 

· Batch Job Scheduling for SAP R/3

· Batch Job Scheduling for SAP BW

· Print Management

· Fail Over 

· Asset Management 

· System Security Administration

· System and Database Administration

· Change/Configuration Management

2.5.2 Backup and Recovery 

The ability to backup and recover data is a key element of the IFMP Operations Architecture.  The IFMP Backup and Recovery design makes use of the NACC infrastructure, including the StorageTek silo.  This capability provides IFMP with the capability to store data on a secondary media for the purpose of recovering data when necessary, including during a disaster scenario in which the data center is no longer usable.

Veritas NetBackup is used to manage backup and recovery of IFM servers.  SAP and Oracle options of NetBackup are used for tight integration with the tools provided by SAP and Oracle for backup and recovery.  The Veritas Vaulting option of NetBackup is used to provide automated media management for offsite storage and disaster recovery.

The implementation includes:  

· A 4-hour recovery window; 

· The ability to backup files and applications on Sun Solaris, Compaq Tru-64 and Windows NT/2000; 

· Integration into the NACC/ IFMP operations environment; 

· The ability to support large, scalable tape libraries for future growth; 

· Centralized Backup/Recovery administration for all servers; 

· Integration with SAP's BRbackup utility; 

· Catalogs for all backup jobs;

· Tape vaulting for disaster recovery purposes.

2.5.2.1 Scheduling

All backups are scheduled and initiated via the Veritas NetBackup software.  Backup characteristics, such as start time, number of drives, hot-or-cold, full-or-cumulative, etc. are defined within Veritas and control execution.  The specific start time for each system is assigned based on an analysis of user impact, batch processing window, and the relationship to other systems.  In the long term, scheduling will be accomplished via BMC Control-M.  
2.5.2.2 Execution

Veritas NetBackup software is used to define backup classes and manage the backup and recovery process.  Each class (system groupings, backup characteristics, etc.) has been established to balance recovery time, data protection, and system criticality.  Generally, backups are executed during times of low end-user and batch job activity to minimize performance impacts.  

2.5.2.3 Vaulting

Veritas Vault Extension software is used to manage vaulting and archival of tapes.  The software tracks on-site and off-site volumes and generates daily disaster recovery tape lists.  Copies of backup tapes are created during normal business hours.  NACC personnel will rotate the vaulted tapes. 

2.5.2.4 Recovery

Data recovery is initiated through one of three user interfaces.  SAP data will be recovered using SAP BRbackup, non-SAP Oracle data will be recovered using Oracle Recovery Manager (RMAN), and file systems will be recovered using the Veritas NetBackup interface. 

Restores are executed manually on demand and often will require authorization through the change management process.  This approach helps to ensure that the proper communication and impact assessment has occurred prior to the execution of the restore.

2.5.3 Disaster Recovery 

Within the overall business recovery strategy, three key aspects should be addressed:

The Disaster Recovery Plan includes procedures for restoring failed data processing (computer) systems and recovering critical applications and data.  Generally referring to loss of a data center, applications must be recovered at an alternate facility using backup data that has been stored off-site. 

IFMP will leverage the NACC Disaster Recovery Plan.  IFMP requirements will be added to the current SunGuard contract.  This will provide a guaranteed site to host all computational and networking equipment necessary to handle a real disaster, normally for up to 6 weeks, while more definite plans are finalized.  The contract will contain two sets of equipment and configuration.  One configuration for IFMP disaster recovery, and one configuration for disaster recovery testing will be included in the contract.

Initially, the agreement will also provide for two 48-hour periods annually for DR testing at the SunGuard site.  

The Business Continuation Plan defines the procedures for continuation of business in the event of a loss of data processing essential to the business function.  This could be a failure of centralized data processing systems, distributed data processing, or local computing resources.  Business continuation plans are intended to minimize potential loss to NASA in the event of a loss of information system resources.  The business continuation plans should belong to the business units and are based on specific business functions.  

The Business Recovery Plan (Loss of Workplace Plan) is an important component of an overall disaster recovery plan.  A business recovery plans addresses the restoration of business processes should some type of disaster strike a business unit location such as a particular center or central data center.  The plan generally would include the resumption of business activity at an alternate workplace.  The business recovery plan should belong to the business units and are based on specific business functions.  

Event Management 

Event management is the process of monitoring and reporting system events that can adversely impact system or application performance and availability.  Events can generate alerts (warnings) or alarms (problems) to support personnel allowing them to begin remedial system administration tasks before events impact users.  The following table indicates the environment and tool that will be used for monitoring:

	Environment
	Tool(s)

	Network
	What’s Up Gold

	Solaris
	Sun Management Console / NetSNMP

	DEC Alpha/Linux
	Compaq Insight Manager

	Windows
	Compaq Insight Manager

	Non-SAP Oracle Databases
	UNIX scripts

	SAP
	CCMS


Notification is accomplished via e-mail and/or console.  When an event occurs, if capable, the tool sends an e-mail to both NISC Help Desk and the appropriate work group.  Remedy trouble tickets are used to “track” work.  Help Desk notification and escalation processes are utilized.  Alerts/Alarms are collected in a single email box for historical purposes.

In many cases, depending on the component and the monitoring frequency, the problem will not be corrected before the next execution of the monitor.  This could potentially result in the issuance of numerous duplicate messages.  Where appropriate, additional logic has been implemented to suppress these duplicate error messages.

To the extent possible, the monitoring tools have been customized to provide as much information as possible to assist the system administrators in the diagnosis and selection of a remediation approach that will correct the situation as quickly as possible.  The NISC Help Desk is also an integral component in the overall process.  Help Desk personnel will see all messages and monitors.  This will allow them to use normal notification and escalation processes.

2.5.3.1 Notification Process
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Notification of events when detected will be accomplished through a combination of issuing e-mail messages to the appropriate work group(s) and/or display via a desktop monitor.  A copy of the e-mail will also be provided to the NISC Help Desk who will open a Remedy Trouble Ticket.   The following diagram depicts the flow of the event notification / resolution process:

E-mail messages from the monitoring tools that can be customized contain an indication of the severity level (1, 3 or 4) of the event as well as the group or person that the ticket should be assigned to.  The NISC Help Desk will follow normal contact and escalation procedures as described in the IFMP Competency Center Help Desk Procedures document.

The Compaq Insight Manager and the SAP CCMS tools allow little or no customization of the e-mail messages.  In these cases the Help Desk will be provided additional contact instructions.  
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Even though several monitoring tools will be used to perform event management, a common method of defining and documenting specific events to be monitored is being applied.  An Event Management Master spreadsheet has been created.  Research and analysis was performed to determine specific critical events, components, and thresholds to be used for configuration of the monitoring tools.  A brief extract from the Event Management Master is included here for example:  

2.5.3.2 Network Monitoring

The NASA ADP Consolidation Center (NACC) provides monitoring of network components and is responsible for infrastructure support.

2.5.3.3 System Up / Down Monitoring

The NISC BMC Patrol Enterprise Manager is configured to provide connectivity tests of critical IFMP servers using ping commands at 10-minute intervals.  The NISC Help Desk will create a trouble ticket and follow normal notification / escalation procedures if a system is reported down.

Failures from the ping commands are displayed on the Patrol Enterprise Manager console that is being monitored on a 24 x 7 basis by help desk personnel.  When PEM indicates a server is down, a NISC analyst will conduct a manual "ping" from their desktop to avoid reporting a false positive condition created by an isolated or intermittent problem.  Normally, the NISC analyst waits for 10 minutes to make sure the device is down for the next PEM pole.   If the failure appears to be legitimate the NISC Helpdesk will open a trouble ticket after verifying there are no planned activities.  They will also contact the correct IFM Administrator based on the contact call list they have been provided.

Identification of the servers to be monitored is coordinated between an assigned representative of the Competency Center and both the NISC and NACC using an IFMP server “Ping List”.  The “IFMP Book Of Nodes” spreadsheet is the source document containing identification of the IFMP servers that are being monitored as well as the priority to assign and the IFMP administrator to be contacted when a failure is detected.  When new servers are implemented or existing server are redeployed, appropriate changes should first be made to the “IFMP Book Of Nodes”.  Any changes that apply to NISC monitoring should then be provided to the NISC and NACC.  The “IFMP Book Of Nodes” and the “Ping List” that is extracted from it are both under Configuration Management control.

2.5.3.4 Hardware (CPU, Disk) Monitoring

Sun hardware failures are detected and reported by the Solaris Management Center console.    Notification occurs for this set of alerts / alarms via the SMC Console.  The following hardware components are monitored:

· CPUs

· Memory Modules

· Power Supplies

· Fans

· Individual disk drives (not disk drives that are part of a T3 LUN)

· I/O Adapters

· Network Adapters

· E10k System boards

The following performance thresholds are monitored with notification via SMC Console display:

· High temperature

· CPU

· System Load

· Memory

· Swap

· Disk too busy

Additionally, NetSNMP and custom perl scripts monitor critical system processes and disk utilization in the Solaris environments.  This tool has been implemented using a custom perl routine which polls each configured client at 5-minute intervals.   The following items are monitored with notification via email:

· System Up/Down

· Disk Usage (List customized to each server and documented in Event Management Master spreadsheet)

· T3 Hardware Problems

· Disk

· Power Supply

· Controller

Compaq server events are detected and reported by Compaq Insight Manager.  E-mails to the NISC Help Desk and the appropriate work group(s) are created if a monitored event occurs.  The following events are monitored:

· System Up/Down
· CPU Usage

· Disk Usage

· Hardware Monitoring
Hardware components are monitored with Compaq Insight Manager for NT/Windows 2000 systems.  E-mails to the NISC Help Desk and the appropriate work group(s) are created if a problem with one of the following components occurs:

· Hard drives 

· Memory
· CPU

· Motherboard

· SCSI controller 
· Floppy controller
2.5.3.5 System Process Monitoring

Sun NetSNMP and custom perl scripts have been implemented to monitor critical system processes in the Solaris environments.  The list of processes is customized to each server and documented in Event Management Master spreadsheet.  E-mails to the NISC Help Desk and the appropriate work group(s) are created if a monitored process stops running.

2.5.3.6 Application (SAP CCMS) Monitoring

The SAP CCMS tool has been customized and configured to monitor and provide alarm notifications via e-mail for the following selected set of critical SAP events:

· Concurrent Users

· Tablespaces-Maxextents

· Tablespaces-Freespace

· CPU Utilization

· Syslog

· Dialog Response Times

· Security Alerts

· Operating System Filesystems

· Spool Wait Time

· Short Dumps

CCMS provides monitoring capability for many different aspects of the SAP system.  It is used for analyzing trends and spotting difficulties (such as system bottlenecks) before they turn into real problems.  The use of this tool is an integral part of the standard SAP System Daily Health Check procedure performed by the Basis Team. 

E-mails to the NISC Help Desk and the appropriate work group(s) are created if a monitored threshold is breached or other monitored event occurs.

2.5.3.7 Non-SAP Oracle Database Monitoring

The Oracle Database Administration team maintains a set of custom perl and shell scripts to monitor the Oracle Alert Log, Tablespace Usage, and extent usage for the Non-SAP Oracle databases.  These scripts are implemented on each database host server and are executed by the UNIX cron scheduler.  
E-mails to the NISC Help Desk and the appropriate work group(s) are created if a monitored threshold is breached or other monitored event occurs.

2.5.4 Batch Job Scheduling for SAP R/3

BMC products Enterprise ControlStation (ECS) and CONTROL-M are used to schedule SAP R/3 and EAI batch jobs.  CONTROL-M is the scheduling engine that manages batch schedules on multiple platforms.  The ECS performs monitoring, status tracking and notification to ECS user(s) logged on via alerts with information read from the CONTROL-M Database.  The products are used to schedule batch processes (jobs) across all platforms.  

Schedules are managed on Windows 2000, UNIX and OS/390.  A MVS job creates a dataset that has a CONTROL-M CMEM Rule that satisfies a Prerequisite Global Condition for a SAP R/3 or an eGATE job that processes the file and updates a database.  In reverse, a SAP R/3 or an eGATE job creates a file that is FTPed to a legacy system that satisfies a Prerequisite Global Condition that starts a OS/390 job.  CONTROL-M has a CTMFW (file watcher) utility that detects the presence of a file and posts a Prerequisite Condition to start a job process.  

CONTROL-M supports a tiered structure for defining schedules:

· Data Center (each instance of a CONTROL-M Database)

· Table (Name that the Admin or User can associate to a grouping of jobs)

· Application (Department or area within a organization)

· Group (Separation of jobs within a Department or area)

· Jobname (Name of the job to be processes)

To support the building of schedules with standard information already supplied, skeletons are built for Tables, Applications and/or Groups.  This eliminates keystrokes when creating schedules.

In addition to the software tools, a structure is defined to capture information about batch jobs and their characteristics.  This structure is primarily defined by the following:

· Request Templates and Websites

· Run Book

2.5.4.1 Request Templates and Websites

The following templates must be used when requesting job scheduling services:

	Template
	Location

	Control-M Job Schedule Request
	Control-M Standards and Procedures document 

http://ifmp.msfc.nasa.gov/inside/integration_project_office/competency_center/procedures_js.html



	Job Run Request
	http://ifmp.msfc.nasa.gov/centerwide/index.html


Detailed instructions for populating the forms are provided in the Control-M Scheduling Standards and Procedures document.
2.5.4.2 Run Book

A Run Book Type Media is a blueprint of information about a job (process) that supplies the user (scheduler, monitor, job requestor, manager) information on the reason for the job, characteristics of the job, where the job is to run and what to do if errors occur.

The IFMP Run Book is accessible via the shared drive :\Core Financials\Integration Project\BMC\BMC CONTROLM RUNBOOKS folder.

It provides users with report distribution routing, decollation processes and who to notify for delays or errors.  The list below is a sample of the information in this kind of media:

· Center Name

· Job Stream Name

· Job Name

· Job Type

· Job Name Path

· Script Name

· Script Name Path

· Integration ID

· Sub ID

· Server Host Name

· Node ID to Execute Process

· Start Date for processing

· Frequency

· Job Description

· Predecessors

· Successors

· Parameters

· Criticality

· Job Priority

· Estimated Run Time

· Report Distribution/decollation

· Restart Procedure

· Recovery Procedures

· Notification Method (Individual(s), Group ID’s, Phone Number(s) or E-mail Addresses)

2.5.4.3 Batch Job Request Processes

The following processes are defined to add, change, and delete batch jobs and batch job schedules:

· Setup and Schedule a New Job

· Permanently Change an Existing Job Setup or Schedule
· Request Ad Hoc Job Execution

· Delete a Job

Normally, IFMP Competency Center support personnel will initiate these processes as a result of application break-fix or enhancement activity.  

IFMP users may initiate the “Permanently Change an Existing Job Setup or Schedule” and the “Request Ad Hoc Job Execution” processes based on a business event or change in the schedule required by an unforeseen event impacting the normal execution schedule, or a change to the business calendar.

2.5.4.3.1 Setup and Schedule a New Job

This process will normally be initiated by IFMP Competency Center personnel.  Its purpose is to request the establishment of a new batch job within Control-M.  This request is initiated through the use of the “Control-M Job Schedule Request form”.

The following steps are performed to satisfy the request:

1. The requestor will ensure that all necessary files, programs, scripts, etc. are installed properly.

2. The requestor will complete the form and route it to the IFMP Help Desk.

3. The IFMP Help Desk will create a Remedy Trouble Ticket to track the work.

4. IFMP Competency Center Job Scheduling team will complete the setup requested.

5. The IFMP Competency Center Job Scheduling team will notify the requestor that the request has been completed.

6. The Trouble Ticket will be closed.

2.5.4.3.2 Permanently Change an Existing Job Setup or Schedule

The purpose of this process is to request a permanent change to a batch job setup or the schedule and/or dependencies for that job.  This request is initiated through the use of the “Control-M Job Schedule Request form”.

The following steps are performed to satisfy the request:

7. The requestor will ensure that all necessary files, programs, scripts, etc. are installed properly.

8. The requestor will complete the form and route it to the IFMP Help Desk.

9. The IFMP Help Desk will create a Remedy Trouble Ticket to track the work.

10. IFMP Competency Center Job Scheduling team will complete the setup requested.

11. The IFMP Competency Center Job Scheduling team will notify the requestor that the request has been completed.

12. The Trouble Ticket will be closed.

2.5.4.3.3 Request Ad Hoc Job Execution

The purpose of this process is to request a permanent change to a batch job setup or the schedule and/or dependencies for that job.  This request is initiated through the use of the “Control-M Job Schedule Request form”.

The following steps are performed to satisfy the request:

13. The requestor will complete the form and route it to the IFMP Help Desk.

14. The IFMP Help Desk will create a Remedy Trouble Ticket to track the work.

15. IFMP Competency Center Job Scheduling team will initiate the requested job.

16. The IFMP Competency Center Job Scheduling team will notify the requestor that the request has been completed.

17. The Trouble Ticket will be closed.

2.5.4.3.4 Delete a Job

The purpose of this process is to request permanent deletion of a batch job from the schedule.  This request is initiated through the use of the “Control-M Job Schedule Request form”.

The following steps are performed to satisfy the request:

18. The requestor will complete the form and route it to the IFMP Help Desk.

19. The IFMP Help Desk will create a Remedy Trouble Ticket to track the work.

20. IFMP Competency Center Job Scheduling team will delete the requested job from the schedule.

21. The IFMP Competency Center Job Scheduling team will notify the requestor that the request has been completed.

22. The Trouble Ticket will be closed.

2.5.5 Batch Job Scheduling for SAP BW

The purpose of BW is to integrate the data, organize it by subject, and summarize it so that it is optimized for delivery. As such, it seeks to transform data into information, and make it easily accessible, ultimately to enhance the manager’s ability to make business decisions.

New data is created on a daily basis in the SAP R/3 Financials system. In order to keep BWs data content current (within 24 hours), it is necessary to extract data from R/3 and load it into BW on a daily basis.

This document addresses, at a high level, which data must be extracted, how, when, and by whom.

2.5.5.1 BW Data Loads

The Business Information Warehouse will be updated on a nightly basis, 7 days a week.

All of the data in the warehouse will come from the R/3 system, with the exception of a single flat file of labor data.  The labor flat file is received via EAI processing on a biweekly and monthly basis. There will be one flat file per center, though not all centers will submit one. The exact submission dates could vary slightly by center. 

The R/3 data extraction and subsequent load into BW are initiated from one process in BW. This single BW job requests an extraction process to begin via a remote function call (RFC) to R/3, which initiates an extract process on R/3, and after receiving the data, starts the load in BW.  In other words, from an Operations standpoint, only 1 job is submitted, but in actuality two processes are run from that job: an extract on R/3 and a load in BW. Consequently, troubleshooting efforts could need access to both R/3 and BW.

In BW, “InfoPackages” are used to define and schedule extract/load jobs. They define the datasource (where the data is coming from such as R/3 or flat file) and the data target(s) (where it is going to - a BW ODS object, a BW InfoCube, or a combination thereof). The extracted data will be loaded to a temporary BW staging area known as the Persistent Staging Area (PSA). This will assist in debugging efforts, and allow the data to be manually loaded from the PSA in certain error restart conditions.

InfoPackages will be set up to run by BW “Process Chains”. They control which InfoPackages run, the sequence, and what action to take upon encountering an error condition. A “master” or “main” Process Chain will control the overall load process, by selectively invoking sub-process chains in an order that is sensitive to load dependencies. This main Process Chain can either be started automatically at a given time each day, be started manually, or can be set up to run automatically after a specified R/3 job completes.  In any event, it can be manually started earlier or later by the Competency Center.

The BW Development Team creates all required InfoPackages, and the Process Chains that invoke them. This will all be done using the BW Administrator Workbench. 

2.5.5.2 BW and Control – M

For “go-live”, the scheduling, releasing, and monitoring of BW Load jobs will be accomplished using the BW Administrator Workbench.

Control–M is a scheduling product that will eventually be used to perform these functions. At this writing, Control-M does not handle all the required functionality. It is being enhanced by the vendor, and at some point after “go-live”, the BW batch processes and procedures will be modified to use Control-M. 

As a result, Competency Center personnel will log on, monitor, and reschedule from within the BW Administrator Workbench.

2.5.5.3 R/3 Dependencies

Before BW can pull data from R/3, a set of R/3 batch processes must be completed. These processes vary depending whether it is daily, month-end, quarter-end, etc. These dependencies are specified in a separate document,” NASA_Job_Scheduler_1”.

2.5.5.4 BW Problem Resolution and Escalation

Competency enter personnel will monitor the BW load jobs by logging into to the BW Administrator Workbench and using the BW Monitor tools. Any extract or load errors will cause the job streams to abend, and will need to be diagnosed and repaired the same night, if possible.

Upon detecting an abend, the Competency Center will follow a call up list, which will identify primary and alternate first contacts for technical problems. The call list will include additional contacts for different specialties such as BASIS, ABAP, Transports, data problems, etc. that the primary contact may need to call to resolve the problem.

The NASA BW Project Manager may also be called for decisions related to keeping the warehouse offline until problems are fixed vs. making warehouse available with 2-day old data until it can be fixed.

Notice of any delay in currency or availability of the warehouse will be sent to the user community via a system message that will appear when they try to log on.

2.5.6 Print Management 

This section provides an overview of how SAP printing will be supported.  The detailed procedures for Print Management are located in Procedure: SAP Printers Runbook.  Printing from SAP R/ will be handled by defining an output device in SAP R/3 that prints to a NACC Defined LPD printer as close as possible to the end user that requested the output.  This design is depicted in the graphic below.
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There are three high-level processes associated with SAP Print Management.  They are as follows:

· Printer Definition 

· Printer Management 

· Daily, Weekly, Monthly Checks

In the event there is an exception to an approach such as a new printer type, a Formal CR will need to be entered for the change and approved by the IPO along with the Trouble Ticket with the new printer request.  

Each center support group (typically the ODIN vendor) will provide the first line of defense for printer problem determination.   

2.5.6.1 Printer Definition Process

The Printer Definition process makes use of the following procedures:

· Center Printer Location

· Mass Create Printer for a Center

2.5.6.1.1 Center Printer Location

The Center Printer Location procedure consists of a coordinated effort between the NACC, the Centers LAN Printer support, and a Competency Center representative for SAP R/3 Printer Definition tasks.  This effort will locate the best printers based on user location, supported device types, and limited to a number of printers that is supportable.  The center will provide an initial listing of printers for use.  These printers will be selected according to the output management requirements document.  

2.5.6.1.2 Mass Create Printer for a Center

The Mass Create Printer for a Center procedure provides an automated mechanism to load the printers into SAP.  Once the printers are located they will be captured in a spreadsheet and formatted to an SAP R/3 acceptable format.  This list will then be loaded into the system using a standard SAP R/3 tool.  The result of this load will be an SAP defined listing of printers.

2.5.6.2 Printer Management Process

The Print Management process for printers within SAP R/3 will consist of three functions: 

· Create

· Move

· Delete 

All three processes will be tracked and managed with a Trouble Ticket initiated by the center.  

2.5.6.2.1 Create

The Create procedure provides step-by-step instructions for the definition of a new printer within SAP R/3.  

2.5.6.2.2 Move

The Move procedure provides step-by-step instructions to change of the definition of a printer in SAP R/3.  

2.5.6.2.3 Delete

The Delete procedure provides step-by-step instructions to remove a printer definition from the SAP R/3 system.  

2.5.6.3 Daily, Weekly, Monthly Checks

The Daily Administration process for output requests require Competency Center personnel to perform the following tasks:

· Monitor output from SAP R/3 and ensure the output requests are flowing correctly into the down stream systems.

· Address trouble tickets for printing issues that are assigned to the Competency Center.

· Provide a mechanism for adding new printers to the supported printer list in the Output Management Requirements document.  

· Provide coordination between the center desktop support group (ODIN), printer spooler support group (NACC), and the ITPOC for a particular center.  

· Ensure standard maintenance jobs are performed to remove obsolete output requests.

The NACC will provide the LPD support and firewall access to all centers from SAP.

2.5.7 Fail Over 

Capabilities have been developed to provide relatively quick restoration of IFMP system availability in the event of a major hardware failure.  These fail over capabilities designed for IFMP are manual, requiring a management decision to implement the fail over solution and system administrators and/or database administrators to execute the procedures.

The list below presents the environments with fail over capabilities:

· SAP R/3 (Production)

· SAP ITS

· Oracle databases on ifmpmsfc1 and ifmpmsfc2Pathfinder applications, P-Card (BankCard), SeeBeyond (EAI), and BMC Control-M (Job Scheduling)

· P-Card (BankCard) application

· SeeBeyond (EAI) application

· BMC Control-M (Job Scheduling) application

The list below presents the environments without fail over capabilities:

· SAP BW

· TopCall (Faxing) system

2.5.7.1 Sun E10K Fail Over 

Sun Microsystems has developed fail over processes and procedures for the SAP application environment. These processes and procedures are based on the IFMP service level commitment for recovery of the SAP application within 4 hours and include SAP application services provided by the E10K platform. 

2.5.7.1.1 E10K Fail Over Scope

The application service requirements to be recovered for the SAP application have been identified as the Oracle database and SAP Central Instance file systems provided by the p01dbs01 domain. The loss of either of these application services provided by either platform could initiate the fail over process.  It is intended for the recovery process to be manually executed to prohibit service recovery without the appropriate level of approvals and follow-up testing.

The fail over procedures will work in the following failure scenarios no matter the root cause of the outage:

· Failure of the IFME10K frame

· Failure of the p01dbs01 domain

· Failure of the SAN subsystem

The recovery procedures are not intended to resolve the following problems:

· Loss of power in the entire Data Center

· Loss of SAP application resources not provided by the p01dbs01 or p01as01 domains

· Loss or corruption of application data

2.5.7.1.2 Host Recovery Methodologies

There are two basic ways to approach the recovery of the services without using the standard cluster solution:

1. Move the Oracle database and SAP Central Instance file systems to another host

2. Move the identity of the failed server to another server referred to as identity take over.

Each approach will yield the desired result, however the first is less manually intensive, less risky and less time consuming.  For those reasons, that is the preferred methodology and should be attempted first. The hardware intensive changes should be used as a backup plan that could be implemented at another physical site.

2.5.7.1.3 Failure Recovery Avoidance

To mitigate the need to perform the recovery procedures and to limit the number of recovery scenarios included in this strategy, certain domain configuration requirements must be met. The following list itemizes these configuration requirements. The requirements are placed not only the p01dbs01 domain but also on s01dbs01, which has been identified, as the recovery partner domain:

· Diverse physical connectivity to boot devices

· Diverse power connectivity to boot devices

· Application layer mirroring of boot devices

· Off line boot disk image copy process

· Diverse physical connectivity to mass storage devices

· Divers power connectivity of SAN devices

· Divers power connectivity of T3 devices

· Application layer mirroring of mass storage

· Diverse connectivity to the physical network infrastructure

· Application layer network multipathing

· Diverse power connectivity to the E10K frame

· Properly maintained System Service Processors (SSP) maintained and monitored in the recovery mode

· Data backup and recovery processes are monitored and exercised.

2.5.7.2 SAP ITS

The ITS environment has redundancy built into the design.

2.5.7.3 Non-SAP Oracle Databases on ifmpmsfc1 and ifmpmsfc2

This includes Pathfinder applications, P-Card (BankCard), SeeBeyond (EAI), and BMC Control-M (Job Scheduling).  The fail over approach is for each Dec Alpha system to act as a “backup system” for the other (contingent on the acquisition of additional storage and keeping Oracle versions compatible across applications).  For example, if ifmpmsfc1 experiences a critical hardware error that cannot be repaired in a reasonable length of time, a manual fail over to ifmpmsfc2 will be performed.

2.5.7.4 P-Card (BankCard) application

The Citrix environment has redundancy built into the design.  The web server requires restoration of the file system backup onto a stand-by Windows 2000 system.  The original IP address will be maintained.

2.5.7.5 SeeBeyond (EAI) application

A critical hardware error that cannot be resolved in a reasonable period of time will require fail over to a stand-by Windows 2000 environment (2 servers).  The file system will be restored to the stand-by environment.  The original IP address will be maintained.

2.5.7.6 BMC Control-M (Job Scheduling) application

The Test Job Scheduling environment will be used for fail over.  Schedule drafts and the system calendar must be loaded to the test system.

2.5.7.7 KPRPO

2.5.8 Asset Management 

Asset management is the process of collecting and maintaining an accurate inventory of information technology (IT) products throughout an enterprise.  An Asset Management system provides a means to collect valid hardware and software inventories that are used for administrative functions such as the management of maintenance agreements, and the analysis of licenses and usage to gain efficiencies in quantity and distribution.

IFMP Asset Management tools provide information that meets the functional and technical requirements for the IFMP project.  These tools utilized for IFMP Asset Management include the following:

· Compaq Insight Manager

· Solaris administrative capabilities

· NASA Equipment Management System (NEMS) database

· ODIN vendor-provided data

· Citrix Resource Management Service (RMS)

· Excel 

2.5.8.1 Compaq Insight Manager 

Compaq Insight Manager (CIM) is used to monitor and report on the Microsoft NT and Windows Terminal Servers in use on the project.  The CIM tool automatically gathers configuration information on all servers enabled to use the tool.  The tool provides Web-based management to a broad base of Compaq and third-party devices including Intel and Alpha servers, clusters, desktops, workstations, portables, storage and networking products.  The CIM Compaq Survey Utility provides detailed hardware and software information on each server including:  

· Hardware components and revision levels of firmware

· Operating System versions

· Active files

· Active drivers

· 3rd party software loaded with version identifiers

2.5.8.2 Sun Microsystems Administrative Capabilities

The syscheck command is used to obtain configuration information for each Solaris system.  

2.5.8.3 NASA Equipment Management System (NEMS) Database

All MSFC IT property is assigned a unique number that is entered and tracked in the NASA Equipment Management System (NEMS) database.  This database is updated when changes or modifications are made to the disposition of computer equipment.  This database is used extensively to track workstation and server locations for IFM equipment.  Quarterly reports detail the owner, location, and status of each piece of computer equipment.  The NEMS application provides reports to present information on any NEMS tagged equipment.  All IFM equipment is NEMS tagged immediately upon arriving at NASA Shipping and Receiving (MSFC Building 4471). If equipment arrives at another building the PrISMS property manager travels to that building and tags the equipment.  Using NEMS, the property management team also keeps track of excess trade-in or retired equipment.

2.5.8.4 ODIN Vendor

The ODIN vendor is provides and maintains the standard computer desktop software and hardware used on the IFM project.  The ODIN team is responsible for hardware and software maintenance on these standard offerings.  In addition, refreshes of workstation hardware, tracking of workstation hardware locations and standard desktop software licensing is handled by the ODIN team.    

The ODIN team also handles asset management for the LAN (Local Area Network) used by IFM team members.  ODIN is responsible for maintenance and control of software and hardware as required by NASA.  

The ODIN vendor provides hardware and network inventories for equipment used by the Integration Project Office, the Core Financial Project Office and their contractors.

2.5.8.5 Citrix Remote Management Services (RMS)

RMS is a Citrix-specific tool used on production Citrix servers to gather metrics.  The specific Asset Management role of RMS is to monitor and limit Citrix connections based on current license levels.  License Compliance is a key element of Asset Management and handled reliably and effectively by RMS.  Other license compliance issues are handled by gathering metrics on user connections and by tracking license information using excel spreadsheets.

2.5.8.6 Excel Spreadsheets

The system administration staff will record basic information on server hardware and software using Microsoft Excel spreadsheets.  These spreadsheets are used as high-level views of the detailed survey data files obtained from CIM and Sun administrative tools.  Excel spreadsheets are used to quickly assess existing server equipment to understand memory, CPU and disk space allocations and configurations. Server counts of specific classes of equipment are kept in this format.  

The following information is captured for hardware:

· Item Number

· IP and DNS Address

· Building / Room Number

· User

· Owner

· Manufacturer

· Description

· Model

· Serial Number

The following information is captured for software:

· Storage Location

· Publisher

· Title

· Version

· Key

Maintenance agreement start and end dates are tracked for all items under maintenance agreements.  Renewal evaluation dates are set from one to three months before the maintenance on an item expires.  On the renewal evaluation date the item is reviewed to ensure there is sufficient need for maintenance during the upcoming renewal period.  If a determination is made that maintenance renewal is required a Purchase Request is initiated.

System Security Administration

The IFMP Competency Center is responsible for the design and planning of program security for all IFM components. A part of this is preparing Security Plans for each IFM module.  Vulnerability scans are coordinated with the MSFC IT Security group on all IFM Systems and Risk Assessments are documented and incorporated into each Security Plan. 

The IFMP Competency Center also performs the role of Agency Security Administrator for IFM Systems.  As the Agency Security Administrator, the IFMP CC controls security at the application level for R/3, BW/SEM, and Travel Manager Systems.  The IFMP CC is responsible for the creation of Center Administrators for all IFM modules.  The IFMP CC documents Security Standards for all IFM systems.  The IFMP CC also monitors and audits all IFM systems for security violations. 

The following processes and subordinate procedures are employed to administer security for the IFMP program:

· Citrix Accounts - Pathfinder and ClearCase Account Management

· Citrix Passwords - Pathfinder and ClearCase Password Management

· ClearQuest Account and Password Management

· Creating P-Card User Accounts

· EAI e*Gate Account and Password Management

· EAI Servers Windows 2000 Account and Password Management

· Establishing OSS Connections

· IFMP Security Monitoring

· Registering SAP Developers and Objects

· SAP R/3 - Creating Business Warehouse User Accounts

· SAP R/3 - Creating User IDs and Assigning Roles

· Travel Manager Account and Password Management

2.5.8.7 Citrix Accounts - Pathfinder and ClearCase Account Management

This procedure provides step-by-step details for:

· Creating a Citrix account

· Granting an additional access privilege to an existing Citrix account

· Removing an access privilege for an existing Citrix account

· Deleting a Citrix account

2.5.8.8 Citrix Passwords - Pathfinder and ClearCase Password Management

This procedure provides step-by-step details for changing a Citrix password for a user for the following applications: 

· Resumix

· Travel Manager

· NASA Budget System

· Bankcard

· ClearCase

2.5.8.9 ClearQuest Account and Password Management

This procedure provides step-by-step details for:

· Creating a ClearQuest account

· Changing the password for an existing ClearQuest account

· Changing the login id for an existing ClearQuest account

· Inactivating an existing ClearQuest account

2.5.8.10 Creating P-Card User Accounts

The purpose of the procedure is to create user IDs in the P-Card system.  After the Center SAP Administrator completes this procedure for a user, the user will be able to access the P-Card system.

2.5.8.11 EAI e*Gate Account and Password Management

This procedure provides step-by-step details for:

· Creating an e*Gate account

· Assigning roles i.e. granting privileges to an e*Gate account

· Removing roles from an e*Gate account

· Changing the password for an existing e*Gate account

· Deleting an e*Gate account

2.5.8.12 EAI Servers Windows 2000 Account and Password Management

This procedure provides step-by-step details for:

· Creating a Windows 2000 account

· Changing the password for an existing Windows 2000 account

· Granting an additional group membership to an existing Windows 2000 account

· Removing a group membership for an existing Windows 2000 account

· Deleting a Windows 2000 account

2.5.8.13 Establishing OSS Connections

The purpose of this document is to outline the step-by-step process of creating OSS connections.  OSS connections allow remote access to the desired SAP system(s) for trouble shooting problems.

2.5.8.14 IFMP Security Monitoring

The purpose of this procedure is to provide guidelines to Security Administrators to perform various security checks, related to Invalid Logons, Failed transactions etc.  These include Daily, Weekly, Monthly, and Random checks.

2.5.8.15 Registering SAP Developers and Objects

The purpose of this procedure is to outline the steps associated with the registration of SAP objects and SAP developers.  SAP developer and object registration allows trace ability for changes made to the SAP system(s) either by the developer or to an SAP object.

2.5.8.16 SAP R/3 - Creating Business Warehouse User Accounts

The purpose of the procedure is to create user IDs in Business Warehouse.  After the Center SAP Administrator completes this procedure for a user, the user will be able to access Business Warehouse.

2.5.8.17 SAP R/3 - Creating User IDs and Assigning Roles

The purpose of the procedure is to create user IDs and assign user roles in SAP R/3.  After the Center SAP Administrator completes this procedure for a user, the user will be able to access SAP.

2.5.8.18 Travel Manager Account and Password Management

This procedure provides step-by-step details for:

· Creating a TM account

· Changing access level for an existing TM account

· Resetting the password for a TM account

· Unlocking a TM account

· Deleting a TM account

2.5.9 System and Database Administration

System and database administration for IFMP utilizes a centralized model.  Both the hardware and support personnel are located centrally at MSFC.  

The administration of external systems (such as those used for external interfaces) that are hosted at remote NASA centers, other Government agencies, or commercial vendors are the responsibility of the system owner.  However, tight configuration management is necessary to ensure that incompatibilities are not introduced during maintenance activities.

2.5.9.1 Daily / Weekly / Monthly Procedures

Detailed procedures have been documented which prescribe activities to be performed by system and database administrators.  In conjunction with Event Management, the intent is to proactively monitor and tune system performance before problems are noticed by end-users.  These procedures are performed as scheduled to monitor trends and execute system utilities to prevent availability, performance, or capacity problems.

These procedures encompass activities necessary to administer the following environments:

· Solaris

· NT / Windows 2000

· Citrix

· Tru 64 (Dec Alpha)

· Oracle

· SAP R/3, BW, and ITS

2.5.9.2 Upgrades and Patches

System and database administrators will apply Patches and upgrades to operating systems, databases, and applications.  Most often, these upgrades will be initiated due to application break-fix requirements.  In addition, from time to time, it will be necessary to perform upgrades in order to accommodate vendor maintenance-level requirements.  These patches and upgrades always require the use of the IFMP Change Management process to ensure communication, coordination, and proper impact assessment.

For the SAP application, a support package is a consolidation of code and configuration fixes for an application component.  Support packages are supplied by SAP to ensure bug fixes and enhancements can be implemented in a timely manner and applied as recommended.  

The support package levels for the Core Financials Landscape must be managed with strict adherence to the guidelines set forth from the IS-PS-XT (Soon to be PSM) Industry Solution for the current version that is in place for this implementation. BW and SEM support package levels for the BW and SEM Landscapes must be managed with strict adherence to the guidelines set forth for the BW and SEM releases that are in place for this implementation.  

The intention is to ensure that proper communication and notifications are made throughout the process of applying support packs within a landscape.  The process of applying support packages consists of starting in a production-like environment (in terms of size and configuration) with an initial application of the packs.  The environment is tested and validated.  The IFMP Change Management process is utilized to plan and authorize the migration of the patch throughout the remainder of the landscape.

2.5.10 Change/Configuration Management

Configuration Management (CM) provides the process which ensures program objectives and priorities related to the Integrated Financial Management (IFM) Program are managed, controlled and implemented properly, particularly in light of design and supportability factors, interface requirements with other systems, and dependency on existing and future infrastructures at individual sites. Configuration Management establishes the discipline for the systematic application of technical and administrative direction and surveillance to accomplish identification and documentation of functional and physical characteristics of components, equipment, computer software, program documentation, and the development of baselines. 

Configuration Management provides a disciplined approach in controlling changes to the characteristics, and assisting in determining the effects on the system if proposed changes are approved and implemented. CM applies to all Formulation, Agency Design, Pilot Implementation, and Center Rollout phases and is applicable to all government or contractor organizations associated with the IFM Program. This plan provides guidance and methodologies, which CM will consistently and uniformly apply, practices and procedures throughout IFM Program life cycle. CM is established as an integral part of IFM Program acquisition and life cycle support. Refer to CM Plan for more information.

Roles and Responsibilities

The Competency Center model introduced in the Operations Framework specifies a centralized operations support organization focused on excellent customer service for the business community.  Six elements of support were introduced within the Operations Framework based on research by the Garner Group.  A seventh element defined as Management Support has been added to the Gartner model to account for the daily management, coordination and communication support necessary to manage and maintain the necessary agreements and corresponding processes needed for an end-to-end Competency Center support solution.  The elements of support are intended to represent the entire operations support effort and are restated here:

· Business Process support

· User Interface support

· Application Functional support

· Application Development support

· Application Operation support

· Infrastructure support

· Management Support

The roles and responsibilities for operations support for systems implemented by the IFM Program are outlined in the Operating Level Agreement (OLA) between the IFMP Competency Center and the NASA Center and provide detail role and responsibility definition.

2.6 Business Process Support

Each NASA Center will be responsible for providing Business Process Support for all business processes provided via IFMP applications.  However, some components of Business Process will be centralized within the Competency Center.  Business process support includes the following functions:

· Ownership of the business processes

· Answer user questions related to process, policy, procedure or transaction status (non application-related questions)

· Table and application configuration maintenance

· Implementation of process improvement across the enterprise

· Coordination with the IFMP Competency Center and other operation team members during problem resolution related to business processes

· Definition and documentation of all manual and automated processes that generate transactions within the IFMP applications

· Coordination of Center application training efforts for supported business processes

· Assistance with planning and implementation efforts around major application release upgrades

· Provide End User Training

Table 2 provides an overview of the operational responsibilities for Business Process support between the NASA Center and the IFMP Competency Center.

Table 2:  Business Process Support Responsibilities

	Business Process Support
	NASA Center Responsibilities
	Competency Center Responsibilities

	Establish Business Process Policy
	Evaluate Proposed Process Or Application Changes For Impact On Business Processes And Policy.
	Coordinate Impact Assessment Of Vendor Upgrades And Technology Changes On Business Process Policy

	
	Develop Center Super Users
	 

	
	Document Center Business Processes.
	 

	Table and Configuration Maintenance
	Maintain application data and configuration in tables defined as Center controlled
	Maintain application data and configuration in tables defined as Agency controlled

	
	Participate in CCB activities including evaluation and testing for changes to Agency data and Configuration
	Maintain and manage CM process for controlling Agency data and Configuration

	Problem Resolution
	Provide User Instruction, Guidance And Problem Resolution For Business Process, 'How To' or Application Usage Problem or Service Requests.
	Forward Business Process Service Requests Received By The Competency Center To The Appropriate Business Process Team Member

	Define And Document Manual And Automated Processes
	Maintain Business Process Documentation 
	Synchronize Production Business Processes With Evolving Agency And Center Policy and Process Changes

	Implementation And Coordination Of Business Process Improvements
	Implement Business Process Improvements At The Center.
	Synchronize Production Business Processes With Evolving Agency And Center Policy and Process Changes

	
	Coordinate and Communicate Changes With IFMP Competency Center.
	 

	End User Training
	Maintain Center-Specific End User Training Materials.
	Maintain Agency Level End User Training Materials.

	
	Conduct On-Going End User Training
	 

	Event And Activity                  (Such As System Downtime For Upgrades Or Repairs) Support
	Participate In Planning And Communicate Event And Activity Plans To Center Users
	Notify And Coordinate With Center Super Users For Planned Outages


2.6.1 NASA Center Business Process Support Roles

The following sections provides an overview of the NASA Center roles needed to fulfill the support responsibilities outlined in Table 2 above.  The staffing of these roles will be at the Center’s discretion, however it should be understood that the roles documented below do not necessarily correspond to positions.

2.6.1.1 Center Business Process Lead

Each NASA Center will designate one or more individuals who will be the primary interface between the NASA Center and the IFMP Competency Center. The Center Business Process Lead will provide Business Process support for each major business process areas.  The Center Business Process Lead will be knowledgeable of the business process, policies, and Agency–level and Center–Level application configuration settings.   In order to remain cognizant of current business processes and policies, the Center Business Process Lead should continue to remain close to the day-to-day business operations.

The integrated nature of the agency-wide applications being deployed by the IFM Program requires cooperation, coordination of support, and decisions from various perspectives.  Policy, business processes and application decisions must be considered from an agency-wide business process perspective, a Center cross-functional perspective, and from a holistic application perspective.  The Center Business Process Lead will provide the pivotal role for balancing the priorities and objectives driven by the various organizational views.

The Center Business Process Lead will represent the Center Business Process Owner (i.e. Accounting Office, Procurement Office, etc.) for day-to-day business decisions regarding IFMP systems.  The Business Process lead will serve as a member of an Agency-wide Business Process team for evaluation, assessment, recommendation and/or approval of systems, applications and business process change requests.  The Center Business Process Lead will also provide cross-functional support by serving as a member of the Center Business Process Support Team consisting of all Business Process support leads at the NASA Center.

The Center Business Process Lead will be the primary interface to the IFMPCC for business improvements and represents Center Business Process Owner(s) concerning changes to Agency and/or Center business processes.  He/she is the Center’s Level 1 Change Control Board member (one each from Procurement & Finance), and is responsible for evaluating Center-initiated Change Requests.  He/she recommends disposition to Center IFMP Business Systems Coordinator.

The Center Business Process Lead coordinates and manages efforts of the Implementation Team and is the primary interface to the IFMPCC Application Functional Support Experts in resolution of Center specific Trouble Tickets/Discrepancy Reports.  He/she coordinates maintenance of Center tables and is responsible for Center software distribution, Tier I Help Desk support, LAN, and desktop support, custom report development, Legacy Interface support and User Account Administration for IFMP Systems.  

The Center Business Process Lead will also coordinate with the IFMP Competency Center on issues and problems related to technical infrastructure, security and policies related to information technology.  The Center Business Process Lead will be responsible for insuring that user account administration is performed in accordance with NASA, Center and IFMP Security policies and procedures.

The Center Business Process Lead will also establish a network of Super Users at the center who will assist in the support process.

2.6.1.2 Agency Business Process Lead

For each of the major business processes supported by the IFM Program, an Agency Business Process Support Lead will be identified from among the Center Business Process Support specialists.  The Business Process Support Lead will coordinate the efforts of the Center Business Process specialists on Agency configuration and policy issues.  The Agency Business Process Support Lead will represent all NASA Centers and serve as the primary point of contact among the Business Process team, the Agency Business Process Owner (CFO, HR Director, etc.) and the Competency Center and will chair the Level 1 CCB.

2.6.2 IFMP Competency Center Business Process Support Roles

Some aspects of Business Process Support will be centralized and will provided by the IFMP Competency Center.  Table 2 provides an overview of the Competency Center Business Process Support responsibilities

2.6.2.1 Competency Center Business Process Lead

A NASA Competency Center Business Process Lead will be identified for each sub-process area within the Competency Center.  This Lead role will include performing and/or coordinating the execution of the responsibilities outlined in Table 2 above.  The Competency Center Business Process Lead will serve to coordinate all operational support activities between the Center Business Process Leads, the Center and Agency Business Process Owners and the Competency Center.  The Competency Center Business Process Lead will serve as members of the CCB, and will help coordinate, communicate, evaluate and test business process and application changes related to his or her area of responsibility.  The Competency Center Business Process Lead will work closely with the Application Functional Support team in the Competency Center. The Competency Center Business Process Lead will serve as a primary liaison between the Competency Center and the business process owners, the Center Business Process Support Leads and the user community for business systems issues related to his or her area of responsibility and will represent the Competency Center to its customers, the business owners and end users to the Competency Center.  

User Interface Support

User Interface Support includes traditional desktop, network, and local print services support for the user workstations accessing IFMP systems.  This includes support of installation, configuration and maintenance of client software residing on user workstations, which are required to access applications deployed by the IFM Program.  Each NASA Center will be responsible for identifying the appropriate User Interface Support organizations at each Center to coordinate with the Competency Center and provide the following support for:
· Support the desktop, LAN and printing services configuration and their interaction with the application software

· Coordinate desktop software versions to make sure they are compatible with the IFMP solutions

· Work with other support team members to assist with problem resolution 

· Assist with planning and implementation efforts around major ERP release upgrades

· Software distribution to the user desktop

· Provide Tier I Help Desk Support to log and route all user-reported problems related to supported IFMP Systems

· User Account Administration

In addition, User Interface Support requires development of a cooperative support relationship with the IFMP Competency Center to enable coordination and efficient resolution of issues related to software deployment, user desktops, and Center LAN/WAN and print services for IFMP users.  Table 3 below provides an overview of the User Interface Support responsibilities.

Table 3:  User Interface Support Responsibilities
	User Interface Support
	NASA Center Responsibilities
	Competency Center Responsibilities

	Security Administration
	Approve Center User Access Requests and Assign/Maintain Users Within the Application To Defined Roles.       
	Maintain Application Security Roles Under Configuration Control and Implement Approved Changes To Role Definitions.      

	
	Perform User ID And Password Creation And Maintenance.   
	Support Security Audits In Accordance With NASA and Center Security Policies.

	
	Maintain Record Retention And Support Security Audits In Accordance With NASA and Center Security Policies.
	

	Application Software Distribution To User Desktops
	Distribute, Configure And Support Application Software Distribution To User Desktops
	Make Application Software Packages Available To Center Support Staff

	Desktop Configuration And Compatibility Support
	Provide Compatible Desktop Hardware And Software For IFMP Users. 
	Provide Software Installation, Configuration and Compatibility Requirements and Instructions

	
	Configure And Maintain Designated IFMP hardware/software at The Center.
	 

	LAN/WAN Support
	Establish, Maintain And Support LAN/WAN Components Consistent With Architecture and Bandwidth Requirements.
	Provide LAN/WAN Protocol And Bandwidth Requirements

	Printer Configuration Support
	Provide Compatible Printer Hardware, Software, Configuration And Connectivity For IFMP Users
	Provide Printer Configuration and Compatibility Requirements and Instructions. 

	
	 Configure And Maintain Designated IFMP Printers At The Center.
	Configure And Maintain IFMP Data Center Print Architecture

	Help Desk Support
	Provide Tier I Help Desk Support And Triage To Eliminate Potential Of Problems Localized To The Center.
	Provide Tier II Help Desk Support To Resolve System and Application Issues

	
	
	

	Route Appropriate Tickets To IFMP Help Desk
	Troubleshoot and Provide Support Assistance For Desktop, LAN/WAN, And Printing Issues
	Provide Tier II Support And Coordinate Problem Resolution.


2.6.3 NASA Center User Interface Support Roles

The following sections provides an overview of the NASA Center roles needed to fulfill the support responsibilities outlined in Table 3 above.  The staffing of these roles will be at the Center’s discretion, however it should be understood that the roles documented below do not necessarily correspond to positions.

2.6.3.1 Center IFMP Business Systems Coordinator

Each NASA Center will designate a Center IFMP Business Systems Coordinator who will participate in the planning and communications of events and Center specific activities.  The Coordinator will work with Center IFMP Steering Committee to manage and prioritize the development and requests for other services from the IFMPCC.  He/she will be responsible for ensuring that all roles defined in Center OLA are staffed. The Center IFMP Business Systems Coordinator will coordinate Center activities, responsibilities, and communications related to IFMP Systems with Center management and the user community.

The IFMP Business Systems Coordinator will be responsible for maintenance of Center OLA and function as the Center’s representative for SLA performance and reporting. He/she works with the IFMPCC to ensure execution of end-to-end service level management for Center’s users. He/she will submit all user-initiated Center Change Requests to IFMPCC Engineering Review Board and interfaces with IFMPCC concerning charge-back model implementation.

The IFMP Business Systems Coordinator will continue to interact with Integration Project Office concerning IT infrastructure elements and associated service providers required to deploy IFMP applications at each center.

2.6.3.2 Center Information Technology Point of Contact

The IT Points of Contact continues interaction with Integration Project Office concerning IT Infrastructure elements and associated service providers required to deploy IFMP applications at Center.

2.6.3.3 Center Tier I Help Desk

For user requested services, a multi-tier Help Desk approach will be utilized. The first level of support, Tier I, will identify and route all requests, including Business Process and User Support. Tier II is responsible for analysis and resolution of technical or other system-related problems and Tier III is the appropriate external vendor Help Desk. Each NASA Center will provide a Tier I Help Desk for IFMP users at the Center.  The Center Tier I Help Desk will triage all user-reported problems and determine whether the reported problem is related to IFMP Systems or Center-supported technology, such as the Center LAN.  All IFMP Systems-related problems will be logged by the Center Tier I Help Desk and routed to the IFMP Competency Center for resolution in accordance with the IFMP Help Desk Procedures manual.  The Center Business Systems Coordinator will serve as the Center focal point on procedures between the IFMP Competency Center and the Center Tier I Help Desk (Refer to Appendix B: Tier I Help Desk procedures.)

2.6.3.4 Center User Account Administrator

Each NASA Center will designate an individual or individuals, along with sufficient alternates, to serve as the Center User Account Administrator for all IFMP-deployed applications.  

The Center User Account Administrator approves Center user access requests and assigns/maintains users within the application to defined roles .  He/she performs user ID and password creation and maintenance, including password resets.  He/she maintains record retention and supports security audits in accordance with NASA and Center-specific security policies. 
2.7 Application Functional Support

Application Functional support requires detail application knowledge and involves supporting how the software functions on a day-to-day basis.  Application Functional Support involves supporting the configuration and operation of the delivered applications to ensure consistent functionality and operation to meet business requirements.  IFMP Competency Center Application Functional specialists work closely with the Center Business Process Support team to ensure application functionality meets current and changing business requirements. Examples of changing business requirements are:

· Perform software configuration tasks

· Assist with security management 

· Develop simple queries and reports

· Provide Level II help desk support for the application

· The maintenance of end-user training plans and materials

· Assess impact of proposed changes to applications and business processes

· Management and functional testing of application patches and updates

Application Functional support will be performed primarily by the IFMP Competency Center.  However, each NASA Center will have limited local Application Functional Support responsibilities.  Table 4 below provides an overview of the Application Functional Support Responsibilities.

Table 4:  Application Functional Support Responsibilities
	Application Functional Support
	NASA Center Responsibilities
	Competency Center Responsibilities

	Maintain Center-Unique Application Configuration Data
	Implement Configuration Control Processes and Implement Center-Specific Configuration Changes
	Review Center-Unique Configuration Changes

	Maintain Integration Integrity
	Manage And Maintain Legacy-side And Center-Unique Interfaces And Integrations.  
	Implement Safeguards And Controls To Preserve Integration Across Agency-Wide Systems, Applications And Application Modules.            

	
	Coordinate Changes In Legacy Systems And Center-Unique Interfaces With The Competency Center.                 
	Manage, Maintain And Support Agency-Wide Interfaces Within IFMP Systems.

	Vendor Or Technology Patches And/Or Upgrades
	Assess Impact Of Application Changes on Agency Business Process Changes.        
	Assess Impact And Coordinate Patch/Upgrade Review And Approval.      

	
	Perform User Acceptance Testing On Patches And Upgrades
	Actively Participate In Acceptance Testing.

	Problem Resolution
	Review, Approve And Test Proposed Resolutions Affecting Center Data.             Assist In Problem Resolution Related To Business Processes.
	Provide Tier II Help Desk Support To Resolve System and Application Issues.                 

	
	 
	Evaluate, Analyze, Develop and Implement Resolutions To Problems Related to IFMP Applications, Application Errors and Application Availability And Performance


NASA Center Application Functional Support Roles

The following sections provides an overview of the NASA Center roles needed to fulfill the support responsibilities outlined in Table 4 above.  The staffing of these roles will be at the Center’s discretion, however it should be understood that the roles documented below do not necessarily correspond to positions.

2.7.1.1 NASA Center Business Process Lead

See Section 3.1.1.1

2.7.1.2 Center Functional Application Configuration Maintenance

The Center Business Process Support Lead will be responsible for maintenance of functional application configuration data that is established during implementation as NASA Center configuration data.  The Center Business Process Support Lead will ensure that all changes to Center configuration data are made in accordance with the Center-defined policies and procedures.  The Center Business Process Support Lead will also coordinate testing and acceptance of all changes to Center configuration.

2.7.2 IFMP Competency Center Application Functional Support Roles

2.7.2.1 Competency Center Application Functional Support Staff

The IFMP Competency Center will maintain a staff and management team of application analysts with application, technical, business process and management expertise to manage and deliver application support services defined in Section 3.2 according to the requirements of the Service Level Agreement.  The Competency Center may designate a lead for each sub-process area to interface with the Competency Center Business Process Lead and NASA Center Business Process Leads on problem resolution, application configuration and application change issues.

Application Development Support

Application Development Support tasks include using development tools to address specific business objectives, which could include new development or problem resolution. Application Development support personnel:

· Use vendor-provided or other third-party tools to enhance the application

· Build extensions to the core software

· Integrate the application with other packages or legacy systems (EAI middleware)

· Develop code to produce complex reports

· Assist in solving problems that relate to the technical characteristics of the ERP package

Application Development support will be performed primarily by the IFMP Competency Center.  However, each NASA Center will have limited local Application Development responsibilities.  Table 5 below provides an overview of the Application Development Support Responsibilities.

Table 5:  Application Development Support Responsibilities
	Application Development Support
	NASA Center Responsibilities
	Competency Center Responsibilities

	Agency-Wide Reporting, Enhancement And Extension Requests
	Plan, Request, Prioritize And Fund Reporting, Enhancement And Extension Requests.    
	Develop And Maintain Agency-Wide Components For Reports, Enhancements And Extensions.

	
	Perform User Acceptance Testing For All Development.
	 

	Development And Maintenance Of Center-Unique Reporting, Enhancement And Extension Requests
	Develop And Maintain Reporting In B/W.  Develop and Requirements And Request Competency Center Development For Reporting Within SAP.
	Develop And Maintain Center-Unique Reporting, Extensions And Enhancements Within SAP R/3.

	Development And Maintenance Of Components For Center-Unique Interfaces – Legacy System And EAI
	Develop And Maintain Components For Center-Unique Interfaces – Legacy System And EAI
	Participate In CCB By Evaluating/Concurring With Proposed Changes To Center-Unique Interfaces For Impact On Application Functionality And Integration. 

	Development And Maintenance Of Components For Agency Interfaces – Legacy System And EAI
	Participate In CCB By Evaluating/Concurring With Proposed Changes To Agency Interfaces For Impact On Business Processes And Policy, And Center Legacy Systems.                   
	Develop And Maintain Components For Agency Interfaces 

	
	Develop And Implement Necessary Changes In Legacy System Components Resulting From Agency Interface Changes. 
	 

	
	Coordinate And Conduct Center User Acceptance Testing On New Development
	 

	Development And Maintenance Of Simple Ad Hoc Reporting In B/W
	Develop And Maintain Simple Ad Hoc Reporting In B/W
	Develop And Maintain Agency-Wide Standardized Reporting Capabilities And Encourage Reuse. 

	Development And Maintenance Of Reporting Of Non-Converted Legacy Data
	Develop And Maintain Solution For Reporting Non-Converted Legacy System Data
	 

	
	Develop And Maintain Solution For Archiving Non-Converted Legacy System Data
	 


NASA Center Application Development Support Roles

The following sections provides an overview of the NASA Center roles needed to fulfill the support responsibilities outlined in Table 5 above.  The staffing of these roles will be at the Center’s discretion, however it should be understood that the roles documented below do not necessarily correspond to positions.

2.7.2.2 Center Report Developers

Each NASA Center will identify an individual or individuals to serve as Center Report Developers.  The Center Report Developers will be responsible for the development of simple Center-unique reports for execution in the SAP Business Warehouse environment.  All complex reports and any Agency-wide standard reports will be delivered as part of the implementation and maintained within the IFMP Competency Center.  The Center will be responsible for the development of simple reporting for Center-unique requirements.

2.7.2.3 Legacy System Interface Support

Each NASA Center will identify individuals to maintain and support any legacy system interfaces to IFMP Systems.  All IFMP-developed interfaces will be maintained by the IFMP Competency Center.  The NASA Center will be responsible for maintaining legacy system code and coordinating changes to legacy system interfaces with the IFMP Competency Center.

2.7.3 IFMP Competency Center Application Development Support Roles

2.7.3.1 Competency Center Application Development Support Staff

The Competency Center will maintain and/or contract a staff and management team of application analysts with application, technical, business process and management expertise to manage and deliver application development support services as identified in Section 3.2.3 according to the requirements of the Service Level Agreement.

Application Operations Support

Application Operations Support involves monitoring, tuning and adjusting the system operating configurations to continue to maximize the efficiency of the overall solution.  Operations Support is essentially the day-to-day operation and maintenance of the application environment to ensure availability and performance of the business applications.  Application operations support includes the following:

· System software (operating system, database and application) licensing, installation, configuration and maintenance 

· Monitoring availability and performance of the ERP system (application, operating system, database servers and network)

· Application of vendor patches 

· Assisting with planning and support of efforts for major release upgrades

· Database administration

· Print management

· Workflow management

· Job scheduling

· Performing operating system, database and application security administration
· Configuration Management and Change Control
Application Operations support will be performed primarily by the IFMP Competency Center.  However, each NASA Center will have limited local Application Operations responsibilities.  Table 6 above provides an overview of the Application Operations Support Responsibilities.

Table 6:  Application Operations Support Responsibilities
	Application Operations Support
	NASA Center Responsibilities
	Competency Center Responsibilities

	IFMP System Software (OS, Database & Application) Licensing, Installation, Configuration, Monitoring, Tuning And Maintenance
	Request Support And Plan For Maintenance Windows And Planned Outages.
	Provide 100% Support For IFMP Infrastructure Within The IFMP Data Center

	IFMP System Software (OS, Database & Application) Administration
	Request Support And Plan For Maintenance Windows And Planned Outages.
	Provide 100% Support For IFMP Infrastructure Within The IFMP Data Center

	IFMP System Software (OS, Database & Application) Administration
	Request Support And Plan For Maintenance Windows And Planned Outages.
	Provide 100% Support For IFMP Infrastructure Within The IFMP Data Center

	Operation And Administration Of Center-Unique External Interface Systems
	Responsible For Operation And System Administration of Center-Unique External (Legacy) System Interfaces
	 

	Interface Intervention And Error Handling
	Responsible For Legacy-Side System Interface Monitoring, Intervention, And Error Handling
	Responsible For IFMP-Side System Interface Monitoring, Intervention And Error Handling

	Event And Activity                  (Such As System Downtime For Upgrades Or Repairs) Support
	Participate In Planning And Communicate Event And Activity Plans To Center Users
	Notify And Coordinate With Center IT Points Of Contact For Planned Outages

	
	Establish, Coordinate And Manage Contingencies And/Or Workarounds For Required Business Functions For The Duration Of The Event Or Activity
	Plan, Schedule, Coordinate And Perform System Event Or Activity


2.7.4 NASA Center Application Operations Support Roles

It is not expected that there will be any additional roles at the NASA Center to provide Application Operations Support.  The Business Process Leads and the ITPOC will provide the coordination and communications points between the user community and the Competency Center for operations support activities.

2.7.5 IFMP Competency Center Application Operations Support Roles

2.7.5.1 Competency Center Application Operations Support Staff

The Competency Center will maintain and/or contract a staff and management team of technical systems, database, networking and applications expertise to manage and deliver application operations support services as defined in Section 3.3 according to the requirements of the Service Level Agreement.

2.8 Infrastructure Support

This area provides enterprise support for the hardware, operating system software, and network systems and the services usually associated with them.  This area includes the application and database servers utilized by the supported applications.  Infrastructure support includes the following:

· Hardware acquisition, installation and maintenance

· Planning and testing disaster recovery

· Storage management (allocation, backups, restores, archiving)
· Network performance monitoring 
· Disaster Recovery planning and testing
Infrastructure Support will be provided by the NASA ADP Consolidation Center (NACC) under an OLA between the Competency Center and the NACC.  The Competency Center will serve as the single point of contact for management, issue resolution and reporting between the user communities at each Center and the NACC. However, each NASA Center will have local Infrastructure support responsibilities.  Table 7 below provides an overview of the Infrastructure Support Responsibilities.

Table 7:  Infrastructure Support Responsibilities

	Infrastructure Support
	NASA Center Responsibilities
	Competency Center / NACC Responsibilities

	IFMP System Hardware Procurement, Installation, Configuration, Monitoring, Tuning And Maintenance
	Plan For Maintenance Windows And Planned Outages.
	Provide 100% Support For IFMP Infrastructure Within The IFMP Data Center

	Disaster Recovery Planning And Testing
	Responsible For Legacy System, Center LAN/WAN, Desktop And Printer Infrastructure
	Provide 100% Support For IFMP Infrastructure Within The IFMP Data Center

	Storage Management
	Responsible For Legacy System Data Archiving.
	Responsible For Managing, Tuning,etc. of IFMP Data And SAP Data Archiving

	Center Firewall Administration
	Responsible For Center Firewall Administration
	Define IFMP-Unique Firewall Requirements

	Center LAN Administration
	Responsible For Center LAN Administration
	Define IFMP System Requirements

	Event And Activity                  (Such As System Downtime For Upgrades Or Repairs) Support
	Establish, Coordinate And Manage Contingencies And/Or Workarounds For Required Business Functions For The Duration Of The Event Or Activity
	Plan, Schedule, Coordinate And Perform System Event Or Activity


2.8.1 NASA Center Infrastructure Support Roles

It is not expected that there will be any additional roles at the NASA Center to provide Application Operations Support.  The ITPOC will provide the coordination and communications points between the existing Center infrastructure service providers, the user community and the Competency Center for operations support activities.

2.8.1.1 IFMP Competency Center Infrastructure Support Roles

The Competency Center will maintain an OLAs with the NACC and NISN to provide infrastructure support services as defined in Section 3.4 according to the requirements of the Service Level Agreement.

Management Support

Within the Competency Center model presented within the IFMP Operations Framework, each NASA Center would provide the Business Process Support and User Interface Support elements of operations support.  Within the Competency Center model, there is a need to provide a single face to the user community for IFMP efforts.  Given the number and diversity of business areas supported by IFMP applications across all Module Projects, along with the user interface support requirements and other Center support activities, there is a need to centralize the Center’s IFMP support activities.  In addition, prioritization of Center requirements, resources, and budgets for IFMP systems across the Center user population to provide a single management interface for the IFMP Competency Center is also a critical success factor.  As a result, it is necessary for each NASA Center to consolidate all NASA Center IFMP management and support activities from a single IFMP systems support team, headed by a Center IFMP Systems Coordinator.

Table 8 below provides an overview of the Management Support Responsibilities.

Table 8:  Management Support Responsibilities

	Management Support
	NASA Center Responsibilities
	IFMP Competency Center / NACC Responsibilities

	Management Of Service Level Agreement
	Communicate Service Level Agreement And Service Levels To Center Users.                                           
	Provide Periodic Reporting of Service Level Metrics.               

	
	Review Periodic Metrics And Provide Feedback. 
	 Develop Processes And Procedures To Support Service Request,  Delivery And Reporting Against The Service Level Agreement

	
	Implement And Refine Center Procedures To Support The Processes And Procedures Defined Within The SLA And Supporting Documents
	 

	Support And Development Request Management
	Management And Prioritization Of Development And Service Requests For Center Requested Services From The Competency Center
	Establish Processes And Procedures For Managing Service Requests And Prioritizing Work Based On Center Priorities

	Manage Center Escalation Procedures
	Identify Points Of Contact And Coordinate Procedures For Obtaining  Business Process, Technical And/Or Prioritization Decisions Within The Center To Support Problem Or Outage Resolution.
	Develop And Manage IFMPCC Escalation Processes And Procedures To Escalate Issues Or Outage Decisions To IFMPCC And Center Points Of Contact 

	Daily Support Management
	Manage Coordination For Support, Maintenance, Development And Problem Resolution Activities Across Center Support Organizations.         
	Develop And Manage IFMPCC Communication And Coordination Processes For Coordinating Daily Support Across Centers For Service Request And Delivery.
 

	
	Single Point-Of-Contact For IFMP To Represent Center Management, Center Support Organizations (IT And Business Process) And User Population
	

	Establish And Manage OLA With Center Desktop Service Provider(s) (ODIN Vendor)
	Establish And Manage OLA(s) With Center Service Provider(s) For Desktop, LAN/WAN And Firewall Support
	Develop And Manage Agreement And Supporting Processes With Center Identifying Center Responsibilities And Service Levels For Services Provide By The Center For IFMP Systems.

	Event And Activity                  (Such As System Downtime For Upgrades Or Repairs) Support
	Establish, Coordinate And Manage Contingencies And/Or Workarounds For Required Business Functions For The Duration Of The Event Or Activity
	Plan, Schedule, Coordinate And Perform System Event Or Activity
 
 

	
	Concur With Event/Activity Plans And Communicate Plans, Risks And Contingencies To Center Users.
	

	
	Plan, Coordinate And Manage Center-specific Activities Required During The Event Or Activity
	


2.8.2 NASA Center Management Support Roles

2.8.2.1 Center IFMP Business Systems Coordinator

Each NASA Center will designate a Center IFMP Business Systems Coordinator  who will participate in the planning and communications of events and Center specific activities.  The Coordinator will work with Center IFMP Steering Committee to manage and prioritize the development and requests for other services from the IFMPCC.  He/she will be responsible for ensuring that all roles defined in Center OLA are staffed. The Center IFMP Business Systems Coordinator  will coordinate Center activities, responsibilities, and communications related to IFMP Systems with Center management and the user community.

The IFMP Business Systems Coordinator will be responsible for maintenance of Center OLA and function as the Center’s representative for SLA performance and reporting. He/she works with the IFMPCC to ensure execution of end-to-end service level management for Center’s users. He/she will submit all user-initiated Center Change Requests to IFMPCC Engineering Review Board and interfaces with IFMPCC concerning charge-back model implementation.

The IFMP Business Systems Coordinator will continue to interact with Integration Project Office concerning IT infrastructure elements and associated service providers required to deploy IFMP applications at each center.

2.8.2.1.1 Service Level Agreement Management

The Center IFMP Customer Board IFMP Systems Support team led by the Center IFMP Systems Coordinator will be responsible for managing the IFMP Service Level Agreement (SLA). The Center IFMP Systems Coordinator will participate in periodic reviews with the IFMP Competency Center management as defined within the SLA.  The periodic reviews will include reviewing service delivery and operations metrics and coordination of process improvements for service request, delivery, prioritization, escalation and system utilization.  The Center IFMP Systems Coordinator will be responsible for day-to-day management of the relationship and the Service Level Agreement between the IFMP Competency Center and the NASA Center. 

The Center responsibilities include educating the user community on the service levels specified within the SLA and the procedures for requesting service and enhancements from the Competency Center.  The Center IFMP Systems Coordinator and the Center support team will serve as the Center focal point for prioritizing all work performed by the IFMP Competency Center on the Center’s behalf.  The Center IFMP Systems Coordinator will also serve as the escalation path to the NASA Center from the IFMP Competency Center for high severity issues and problems.

2.8.3 Competency Center Management Support Roles

2.8.3.1 Competency Center Manager

The IFMP Competency Center Manager will be responsible for all aspects of service delivery under the Service Level Agreements maintained between the Competency Center and its customers.  This responsibility will extend to management of the various OLAs with other Agency service providers.

2.8.3.2 Application Operations Manager

The Competency Center Application Operations Manager will have overall responsibility for the monitoring, tuning, availability and performance of the systems supported by the Competency Center.  The Application Operations Manager will coordinate and interface with the ITPOCs at each NASA Center.  The Operations Manager will also manage security and change control for the IFMP application environments.

2.8.3.3 Application Functional Support Manager

The Application Functional Support Manager will have overall responsibility for the for monitoring, supporting and maintaining the systems being supported to ensure they accurately and consistently perform the functions for which they were designed.  The Application Functional Manager will interface and coordinate with the Competency Center and NASA Center Business Process Leads and will manage the Application Functional Support teams.

� EMBED PBrush  ���














































































































































































































































































































� EMBED Word.Picture.8  ���





Trouble Ticket is Closed





Normal Contact Procedures





Open Trouble Ticket





Begin Work on problem





Responsible Group





NISC / Help Desk





E-Mail Notification





Event Occurs









[image: image7.wmf]System/Service 

being Monitored

Host

Event / Component

Monitor Tool

Frequency 

(Minutes)

Threshold

Severity

Contact Info

Oracle DB01 - BRIO

ifmpap4

error msg in alert log

ck_ora_alerts.pl

15

n/a

3

DBA

Oracle DB01 - BRIO

ifmpap4

maxextents

maxextents.sql

60

>80%

3

DBA

Oracle DB01 - BRIO

ifmpap4

nextextent

nextbigger.sql

60

<1

3

DBA

Oracle DB01 - BRIO

ifmpap4

tablespace % free

low_free_space.sql

60

<10%

3

DBA

Solaris

ifmadm

System Up/Down

SMC

n/a

n/a

1

UNIX Admin

Solaris - Message Log

ifmadm

/var/adm/messages

Perl Script

15

n/a

3

UNIX Admin

ifmadm

/var/adm/messages.t300

Perl Script

15

n/a

3

UNIX Admin

Solaris - Process

ifmadm

/usr/sbin/cron

Perl/SNMP

5

< 1

3

UNIX Admin

Solaris - Process

ifmadm

/usr/sbin/syslogd

Perl/SNMP

5

< 1

3

UNIX Admin

Solaris - Process

ifmadm

/usr/sbin/inetd

Perl/SNMP

5

< 1

3

UNIX Admin

Solaris - Process

ifmadm

/usr/sbin/rpcbind

Perl/SNMP

5

< 1

3

UNIX Admin

Solaris - Process

ifmadm

/usr/local/bin/sshd2

Perl/SNMP

5

< 1

3

UNIX Admin

Solaris - Process

ifmadm

/usr/apache/bin/httpd

Perl/SNMP

5

< 1

3

UNIX Admin

Solaris - Filesystem

ifmadm

/

Perl/SNMP

5

> 80

3

UNIX Admin

Solaris - Filesystem

ifmadm

/export/home

Perl/SNMP

5

> 95

3

UNIX Admin

Solaris - Filesystem

ifmadm

/var/run

Perl/SNMP

5

> 95

3

UNIX Admin

SAP-P01

p01as01

Concurrent Users

CCMS

n/a

> 1800

3

CCMS_EMAIL_Basis

SAP-P01

p01as01

Tablespaces-Freespace

CCMS

15

< 10%

3

CCMS_EMAIL_DBA_HD

SAP-P01

p01as01

Tablespaces-NumberOfExtents

CCMS

60

> 200

3

CCMS_EMAIL_DBA_HD

SAP-P01

p01as01

DialogResponseTimes

CCMS

15

> 2 sec

3

CCMS_EMAIL_Basis_HD

SAP-P01

p01as01

OperatingSystem Filesystems

CCMS

5

> 95 %

3

CCMS_EMAIL_Basis_HD

SAP-P01

p01as01

CPU Utilization

CCMS

4

> 90 %

3

CCMS_EMAIL_Basis

SAP-P01

p01as01

SpoolWaitTime

CCMS

15

> 900 sec

3

CCMS_EMAIL_Basis

SAP-P01

p01as01

Syslog

CCMS

15

> 200 min

3

CCMS_EMAIL_Basis

SAP-P01

p01as01

ShortDumps

CCMS

n/a

> 5

4

CCMS_EMAIL_Basis

Win 2000

ifmpeai01

System Up/Down

Insight Manager

n/a

n/a

1

Windows Admin

Win 2000

ifmpeai01

CPU Usage

Insight Manager

n/a

>90%

3

Windows Admin

Win 2000

ifmpeai01

Disk Usage

Insight Manager

n/a

>90%

3

Windows Admin

_1023275215

_1100425209.doc


IFMP Operations Framework







IFMP Operations Plan







IFMP Operations Strategy







IFMP Steering







Committee SLA







IFMP Center OLA







IFMP NACC OLA







IFMP NISN OLA







IFMP NISC OLA







IFMP HW/SW







Vendor OLA







IFMP SOP







Module Project







Specific Doc’s







Application







Specific Doc’s







Event Mgmt







DR Plan







Back Up/







Recov







Fail Over







Job Scheduling







CM Plan







Detailed Procedures







Detailed Procedures







IFMP Operations Framework







IFMP Operations Plan







IFMP Operations Strategy







IFMP Steering�Committee SLA











IFMP Center OLA







IFMP NACC OLA







IFMP NISN OLA







IFMP NISC OLA







IFMP HW/SW�Vendor OLA











Helpdesk Process







Module Project







Specific Docs







Application







Specific Docs







Event Mgmt







DR Plan







Back Up/







Recov







Fail Over







Job Scheduling







CM Plan







Detailed Procedures







Detailed Procedures
















