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1 introduction

Overview

This Operating Level Agreement (OLA) documents the operating agreements between NASA Integrated Financial Management Program (IFMPP) and the PrISMS Service Group made up of the Consolidated Systems Department (CSD) (NASA Automated Data Processing Consolidation Center (NACC))  and the Agency Support Department (ASD) for the IFMPP systems within the NACC/CSD facility.

1.1 Purpose

This Operating Level Agreement (OLA) is made by and between NASA Integrated Financial Management Program Competency Center (IFMPCC) and the PrISMS Service Groups comprised of the Consolidated Systems Department  (CSD) and Agency Support Department (ASD).     This OLA reflects the mutual understanding of the services and service levels to be provided by PrISMS Service Groups, which form a part of the overall services provided by IFMPCC to the IFMP Program user and management base.

This OLA is supported by a Procedures Manual detailing how IFMPCC and the PrISMS Service Groups will work together to achieve the goals of this OLA.

1.2 Agreement Period

Unless modified, this document will remain valid:

	From 
	To

	September 18, 2002, the “Schedule Effective Date”
	October 1, 2003


1.3 Periodic Reviews

This document will be reviewed periodically by the Joint Steering Committee as follows:

	Frequency of review
	Date of first review

	Annually
	January 1, 2003


Process for Maintaining the OLA

1.4 Responsibility

The IFMPCC Operations Manager is responsible for:

· collecting suggestions for updates to this OLA, 

· preparing a draft of the revised OLA while highlighting significant changes, 

· ensuring that all changes are approved by IFMPCC and PrISMS Service Groups, 

· distributing updated copies to listed recipients, and

· maintaining an archive with current and past versions of this OLA.

1.5 Initiation of Changes

Anyone can propose changes to this OLA at any time by submitting them to the IFMPCC Operations Manager.  IFMPCC staff will channel suggestions through the IFMPCC Operations Manager.  CSD staff will channel suggestions through the CSD  Operations Manager.  Agency Support Staff will channel suggestions through the Architecture & Engineering Manager.  CSD Operations Manager and Agency Support Architecture & Engineering Manager will submit suggestions to the IFMPCC Operations Manager.

On a periodic basis, the Joint Steering Committee reviews performance against this OLA, reviews any suggested changes to this OLA, and directs changes to this OLA in accord with evolving business requirements.

1.6 Approval of Changes

The initial OLA and any update to it must be jointly approved by the MSFC CIO and the IPO Project Manager.   Distribution of the OLA

In order for IFMPCC staff to obtain the most value from the services described here, they should be aware of this OLA.  Likewise, in order for PrISMS Service Groups’ staff to meet the service objectives described here, they should be aware of this OLA.  Therefore the contents of this OLA, shall be given the broadest possible distribution. Access to the baseline version of this document will be enabled via the Integration Project Office website located at http://ipo.ifmp.nasa.gov  .  

PrISMS Service Groups’ Responsibilities

1.7 Overview

The CSD provides computer systems and operational support for Programmatic and Administrative processing requirements for the Agency.  Within this agreement, the CSD is responsible for the following:

· Hardware installation and floor space management within CSD Data Center

· Hardware vendor maintenance agreement management

· Preventive and remedial hardware maintenance management, 

· Hardware change control and configuration management

· Contracting for disaster recovery services per IFMP requirements for system recovery.

· Backup systems storage management (resource allocation to perform backups, restores, archiving)
The ASD provides matrix support to several PrISMS organizations for engineering and operational support of Network Systems including Firewalls.  Within this arrangement, the ASD provides IFMP Local Area Network (LAN) and Agency Wide Area Network (WAN) functions.    Including the following:

· Network/Firewall management and availability performance monitoring

· Network/Firewall design and implementation

· Network/Firewall hardware configuration

· Network/Firewall hardware/software maintenance support

This document addresses specific CSD and Agency Support responsibilities in all of these areas, as well as IFMPCC responsibilities related to these areas.  

IFMP Help Desk Organization

For IFMP user requested services, a multi-tiered Help Desk approach is used. The first level of support, Tier I, will identify and route all requests, including Business Process and User Support. Tier II is responsible for analysis and resolution of technical or other system-related problems and Tier III is the appropriate vendor Help Desk.

Tier I Support

Each NASA Center’s Local Help Desk provides Tier I Help Desk support.  The NISC is available to provide Tier I support to MSFC users.  There may be situations where Centers, remote from MSFC, will use the NISC for Tier I support for that Center’s users.   

Tier II

The Tier II support team will be staffed and supported by members of the IFMP Competency Center, and is responsible for problem resolution, root cause analysis and delivery of all support services. In addition, they are responsible for the timely documentation of all activity, resolutions and corrective action against each support request.  In the case of Resume Manager, the NASA STARS Functional System Administrator will provide Application Functional Support.  Refer to the Field Guide to the NASA STARS Operations Plan for details. 

Tier III

Tier III support will be provided by the appropriate hardware or software vendor. Escalation to Tier III software vendors will be the responsibility of the IFMPCC and escalation to Tier III hardware vendors will be the responsibility of CSD.   (With the exception of PDM, see PDM Procedures)  All vendor support requests will be made via the IFMPCC.  For Resume Manager, functional vendor requests will be the responsibility of the NASA STARS Functional System Administrator and technical requests the responsibility of the IMFP Competency Center. 

Hardware Services Scope

The respective PrISMS Service Groups will perform the following functions for production hardware installed within the Consolidated Data Center.  A specific list of all in-scope hardware can be found in the Appendix B :

	IN-SCOPE PRODUCTION HARDWARE SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Provide assistance in diagnosing hardware problems with appropriate vendor 
	Provide Tier II support for network hardware devices on a 24x7 basis 
	Provide assistance in diagnosing hardware problems 

	Dispatch  server hardware maintenance service providers for preventive and corrective maintenance
	Support network related Change Requestactivities, major system changes/integration
	Coordinate and schedule with the PrISMS Service Groups prior to and during the major system changes, production cutovers and integration of new hardware or software systems into the production environment

	Coordinate planned hardware outages
	Coordinate planned network hardware outages with the IFMPCC
	Inform the PrISMS Service Groups of any application-specific outages which require that equipment be powered down, or offline. IFMPCC manages IFMP specific outages.  IFMPCC informs users of network and system hardware outages

	Provide interface with vendors to assess requirements for hardware field changes
	Provide engineering support  with vendors to assess requirements for network hardware changes
	Coordinate system configuration management and change control information with PrISMS Service Groups

	Manage vendor maintenance and service agreements
	Manage vendor maintenance and service agreements for network hardware and software
	

	Coordinate with maintenance providers and assure timely updates for all hardware
	Coordinate with maintenance providers and assure timely updates for network hardware
	

	Perform risk assessments for CSD facility in which the centralized hardware resides
	Perform risk assessments for Network resources 
	

	Provide disaster recovery planning, facility and test dates for centralized hardware
	Provide disaster recovery planning, processes and test dates for network hardware
	Coordinate and manage test schedule

	
	
	Hardware asset identification and management

	Test, confirm and report to IFMPCC hardware changes made by the CSD
	Provide Test Plans to validate network hardware changes made
	Acknowlege hardware changes made


1.8 Software Services Scope

The CSD will not be required to perform any software support services under this agreement, with the exception of mainframe printer interface services.  Maintenance and operation of the Operating Systems, databases, tools and other applications installed on the in-scope hardware are the responsibility of the IFMPCC.

The ASD will be required to perform software support to network resources, including: management station and system operating systems, configuration backup, and patch updates in response to vendor provided updates.

1.9 Facilities

The PrISMS Service Groups will be responsible for providing facility support for equipment housed within the CSD data center.  Detail requirements for specific hardware items will be defined within the Procedures Manual.  The PrISMS Service Groups will be responsible for the following facilities services:

	IN-SCOPE FACLITIES SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	All required facility planning, management and work service requests for hardware installation within CSD, including;

Electrical Power 

Air Conditioning

Uninterruptible Power Supply systems (UPS) with auto fail-over to power  generator

Manage communication service providers

Floor planning
	Provide CSD w/facility requirements of network hardware with emphasis on power, cooling, and access support
	Schedule and coordinate with the PrISMS Service Groups the  transition of all new equipment to be housed by CSD and provide all equipment environmental/facilities requirements to the CSD Operations Manager

	For planned outages, coordinate and schedule facilities outages with IFMPCC
	Support power down and restoration of network hardware for scheduled facility outages
	Provide input and coordination of scheduled outages with CSD.  IFMPCC informs users of outages

	Conform to restrictions resulting from Space Shuttle and International Space Station (ISS) flight freeze
	ASD utilizes CSD facilities and shall conform to Space Shuttle and International Space Station (ISS) flight freeze
	Coordinate freeze schedules with governing groups.  IFMPCC informs users of outages

	Perform all risk assessments and respond to all audits associated with the condition of the data processing facility, including both physical and logical access to it, up to the IFMP firewall points-of-demarcation
	
	


1.10 Computer Systems Management

1.10.1 Operations

The PrISMS Service Groups provide operational support for those systems located at the CSD data center. PrISMS Service Groups’ responsibilities include the following:

	IN-SCOPE COMPUTER SYSTEM OPERATIONS SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	 Provide Tier II monitoring of availability performance of all CSD-managed on a 7 x 24 basis in coordination with the NISC. The NISC will act as the primary monitoring facility for IFMPCC.
	  Provide availability monitoring and support on a 7x24 basis of ASD-managed network devices including firewalls in coordination with the NISC.  The NISC will act as the primary monitoring facility for IFMPCC.
	Provide points of contact for notification and escalation of operational problems

	Monitor automated scheduled procedures under special agreement with IFMPCC as defined in the Procedures Manual
	
	Perform Tier II production control and establish  schedules, parameters, success criteria and escalation plan for all procedures to be monitored by CSD

	Establish and coordinate both scheduled systems times and times for any non-scheduled outages with NASA Centers with center personnel
	Support the establishment and coordination for both scheduled systems times and times for any non-scheduled outages with NASA Centers with center personnel. Continue to maintain coordination points of contact with NASA Centers and center personnel to establish activities.
	Establish/coordinate scheduled times and times for non-scheduled outages with CSD and notify customers at all Centers 

	Report to the  Agency and MSFC IT Security Team and IFMPCC incidents that may indicate a security breach
	 Report to the  Agency and MSFC IT Security Team and IFMPCC incidents that may indicate a security breach
	Report to the  Agency and MSFC IT Security Team incidents that may indicate a security breach

	Operate and monitor IFMP servers systems 24X7
	
	

	Notify NISC to open and vendor trouble tickets on all problems identified by operations
	Maintain network system design to meet SLA expectations  
	

	Provide problem resolution/notification and escalation per established procedures
	 Provide problem resolution/notification and escalation per established procedures
	IFMPCC follows established escalation procedures.

	Provide status updates to management and IFMPCC on the resolution of all problems assigned to CSD 
	Provide status updates to management and IFMPCC on the resolution of all problems associated with network systems and firewalls 
	IFMPCC documents all activity resolutions and corrective actions.

	Participate in teleconferences with IFMPCC significant/ upcoming events, and status of Severity 1 and 2 trouble 
	Participate in teleconferences with IFMPCC significant/ upcoming events, and status of Severity 1 and 2 trouble 
	Conduct daily teleconferences

	Monitor scheduled system  backups
	Monitor scheduled systems backups
	Develop and schedule system backups

	Write, test, and maintain CSD operational procedures for CSD-managed systems 
	Write, test, and maintain ASD operational procedures for all ASD-managed systems 
	Review operational procedures for all in-scope systems 


1.10.2 Printer Management 

The CSD is responsible for the following activities:

	IN-SCOPE PRINTER MANAGEMENT SERVICES

	CSD Responsibilities
	IFMPCC Responsibilities

	Install and maintain software interface(s) to IFMP server(s)
	Provide CSD w/printer definitions

	Maintain software and network required to route print from CSD print server(s) to remote destination printers
	Provide all SAP support required to deliver print services through CSD systems

	Diagnose/troubleshoot printing problems within CSD servers, network and software
	

	Resolve  trouble tickets in the when problem is found to be related to software, servers or network maintained by CSD
	


1.10.3 Storage Management

CSD is responsible for the following backup/archival data storage management activities:

	IN-SCOPE DATA STORAGE MANAGEMENT SERVICES

	CSD Responsibilities
	IFMPCC Responsibilities

	Install, maintain, configure per IFMP requirements, resolve problems with all backup/archival data storage hardware. 
	Identify backup/archival data storage  requirements to the CSD

	
	Develop backup/archival data storage management standards and procedures Monitor and manage space utilization for workload-specific data

	
	Provide utilities and automation for  monitoring and managing space utilization Develop and execute data aging criteria and archival strategies

	
	Assure that Center storage requirements are met 

Request new data storage requirements using the Change Management process.

	Provide and maintain recording media which meet workload projections (provided by IFMP staff), ensure end-user security, and provide capability for continued user access until media expires.  Assure that damaged and excess storage media is destroyed according to CSD and vendor procedures
	Monitor disk space against mutually agreed parameters.  Acquire additional hardware as required.

Establish disk storage monitoring parameters and reorder points for use by CSD

	
	Provide overall management of storage system solution so as to maintain efficiencies and economies of scale


Backup and Data Recovery

The CSD is responsible for establishing the SAN infrastructure, processing methods, ensuring that all data backups are completed and that user and system data are available to meet processing requirements. This responsibility includes the following activities:

	IN-SCOPE BACKUP AND RECOVERY SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Monitor, store, and retrieve daily incremental backups per IFMP defined schedules
	Ensure network systems including firewall configurations are backed up and stored in a secure location
	Schedule and monitor application database image copies per Center workload requirements.

	Monitor, store, and retrieve periodic full volume physical data backups (disaster recovery backups) as prescribed by the Procedures manual, per IFMP defined schedules
	
	Coordinate and schedule periodic full volume physical data backups (disaster recovery backups) as prescribed by the Procedures Manual.

	Ensure that CSD management and IFMPCC identified points of contact are notified if backups are not completed according to schedule in accordance with the appendix A – Points-of-Contact
	
	

	Support IFMPCC in the use of these backups
	
	Request backup tape retrieval through notification of the CSD Operations Team

	Performing incremental and full volume backups for data center hardware and software
	
	Perform incremental and full volume backups for application services

	Provide Off-Site Storage/Retention in a secure facility of all physical data backups to accommodate disaster recovery
	
	

	Ensure the system can be restored and recover  customers  lost data
	
	


Performance Analysis and Workload Management 

Hardware and software monitoring are necessary to ensure that system problems are detected, assessed, and corrected in a timely manner. The PrISMS Service Groups are responsible for the following activities:

	IN-SCOPE PERFORMANCE ANALYSIS AND WORKLOAD MANAGEMENT SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Maintain a continuous program of performance analysis, capacity planning, and monitoring for the backup systems hardware 
	Continually analyze network systems including firewalls performance and capacity planning
	Define system performance monitoring parameters, criteria, thresholds and escalation plan for all system parameters to be monitored

	 Coordinate with IFMPCC to design , install, and customize the tools required for monitoring system availability performance and workload performance for CSD/IFMP hardware
	Provide, install, and customize the tools required for monitoring system availability performance and workload performance for network  hardware including firewalls
	Coordinate with CSD to design, acquire , install, and customize the tools required for monitoring system performance and workload performance

	Utilize the tools required for monitoring system availability performance and workload performance for CSD/IFMP hardware
	Utilize the tools required for monitoring system availability performance and workload performance for CSD/IFMP hardware
	Submission of trouble tickets related to performance problems to the NISC.

	Document availability performance problems via  trouble tickets
	Document availability performance problems via  trouble tickets
	

	
	
	Submission of change requests for capacity modifications

	
	
	Submission of workload projections for capacity planning

	Provide reporting on CSD availability performance metrics
	Provide reporting on network systems availability performance metrics
	


Security Administration

Operating System, Database and Application Security will be managed and maintained by the IFMPCC.  PrISMS Service Groups will provide physical security for all computer systems hardware and peripheral equipment that is housed within the CSD.  PrISMS Service Group security responsibilities include:

	IN-SCOPE SECURITY ADMINISTRATION SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Provide physical facility security for computer systems housed in the CSD
	
	Delegate authority for application password reset to NISC

	Monitor and coordinate all connectivity and access to computer systems housed in the CSD
	Monitor and coordinate all connectivity and access to network systems 
	Perform Operating System, Database and Application Security Administration

	Develop and implement a protection process consisting of user identification and confirmation for CSD personnel, utilizing CACS, for client server environment
	Utilize the MSFC CACS process for a protection process consisting of user identification and confirmation for ASD personnel 
	

	Review user access privileges, passwords, and other user identification for CSD personnel
	Review user access privileges, passwords, and other user identification for personnel
	

	Produce quarterly audit reports for CSD personnel and maintain on file for one year 
	Produce quarterly audit reports for CSD personnel and maintain on file for one year
	

	Maintain an incident log of all reported violations for one year for CSD personnel
	
	

	Write a formal impact assessment of all violations for CSD personnel, with CSD management review and signature
	
	

	Provide security impact assessment for all CSD change requests (SOP) in accordance with current CSD SOP
	
	

	Perform all security responsibilities in agreement w/CSD Security Policy and Procedures Manual
	
	

	
	
	

	
	
	


Configuration Management/Change Control.
All hardware housed by the CSD will be placed under configuration control.  Changes that modify baseline system configurations are assessed for impacts and benefits. These changes are documented as Change Requests for information or for approval, in accordance with the IFMP Configuration Management Plan.  All system changes performed by the PrISMS Service Groups will be processed and approved in accordance with the IFMP Configuration Management Plan prior to executing the change.  The PrISMS Service Groups are responsible for submitting and processing in a timely manner change requests as defined in the following responsibilities:

	IN-SCOPE CONFIGURATION MANAGEMENT SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Concur and accept architecture and baseline configurations for hardware housed by the CSD
	Changes to  IFMP firewalls connectivity, LAN or WAN changes that affect connectivity to network systems housed in the CSD
	Provide system architecture design, establish baselines and perform acceptance testing of all computer systems to be housed by the CSD Data Center

	Perform hardware changes which alter system processing resources, potentially impact the customers, or alter configuration baselines to computer systems housed by CSD Data Center
	Provide operation and acceptance testing as required by the individual Change Request for all changes to IFMP network systems
	Manage Configuration and Change Control process and provide timely status of change requests that are relevant to hardware housed by CSD Data Center

	Perform hardware upgrades, patches, vendor  or expansions to computer systems housed by CSD Data Center
	Provide IP Address Management
	Provide architecture design, support, testing and acceptance as required for all Change Requests affecting computer systems housed by CSD Data Center

	Coordinate LAN or WAN changes that affect connectivity to computer systems housed in the CSD
	Provide configuration management of all IFMP network resources in accordance with established documentation processes
	Provide notification to the CSD of all Change Requests and implementation schedules for hardware systems that are housed by the CSD Data Center, relating operating system, database and application changes that have potential impact on system performance or connectivity

	Perform changes to facilities, power supplies, communications equipment or data storage hardware associated with computers systems housed by CSD
	Coordinate all facilities changes that affect IFMP network configuration changes through the IFMP CR process
	Approve CSD proposed change requests internally and provide concurrence to the CSD if the change is acceptable, or working with the CSD to resolve issues the IFMPCC may have with the proposed change

	Provide operation and acceptance testing as required by the individual Change Request for all changes to systems housed in the CSD
	Provide operation and acceptance testing as required by individual Change Requests for network devices
	Approve operation and acceptance testing as required by the individual Change Requests to systems

	The CSD is responsible for informing the IFMPCC of configuration changes, providing status of change requests, and coordinating activities to complete configuration changes for which the CSD has responsibility for execution as defined by this document.
	
	


1.10.4 Capacity Planning

The respective PrISMS Service Group performance and capacity planning personnel are responsible for monitoring system resources for peak utilization, trends and hardware capacity thresholds.  Primary responsibilities include monitoring backup/archival data storage capacity The following chart identifies PrISMS Service Groups’ responsibilities for Capacity Planning:

	IN-SCOPE CAPACITY PLANNING SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Ensure that adequate SAN and data backup/archival computing resources  are available to support customer business requirements and agreed-upon thresholds and service level agreements.
	Ensure that adequate network and firewall resources are available to support customer business requirements at established service levels.
	Define and gain concurrence from the CSD and ASD on system capacities, networks,  metrics and thresholds for system components to be monitored by the CSD. IFMPCC will manage data storage, and memory capacities.

	
	
	Collect capacity information and forecast data that is then translated into resource requirements, projected over time 

Approve all purchasing requests for system upgrades, modifications and expansions. 

	
	
	Conduct ongoing analysis of utilization and performance statistics that can be used in the establishment of a capacity plan 

Participate in capacity planning reviews and provide input (in the form of business drivers)

	 Installation, testing of new system components intended to increase system resources to agreed upon capacities and service levels.
	Installation, testing of new system components intended to increase system resources to agreed upon capacities and service levels.
	Report observed processing and response problems to the NISC via trouble ticket.

Coordinate, plan and schedule the acquisition of new system components 


Communications Support

The PrISMS Service Groups are responsible for MANAGING AND COORDINATING NASA Wide Area Network (WAN) and Local Area Network (LAN) problems affecting connectivity to supported systems These responsibilities include:

	IN-SCOPE COMMUNICATIONS SUPPORT SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Coordinate with NASA Integrated Services Network (NISN) for trouble tickets related to WAN access to CSD resources.

Coordinate communications capacity (bandwidth, ports, etc) questions, upgrades, and outages which affect IFMP/CSD with NISN
	Coordinate with NASA Integrated Services Network (NISN) for trouble tickets related to WAN access to IFMP resources.

Coordinate communications capacity (bandwidth, ports, etc) questions, upgrades, and outages which affect IFMP network with NISN
	Report observed communications problems to the  NISC  the  trouble ticket.

	
	Provide DNS support for IFMP resources.
	

	
	Support the local telecommunications network which supports the CSD once the WAN passes to MSFC’s Building 4663
	

	
	Manage the return to service of telecommunications equipment after CSD facility outages
	


Vendor Interface and License Management

The PrISMS Service Groups are responsible for ensuring that NASA complies with all licensing agreements on all in-scope systems housed by CSD Data Center.  Specific vendor agreements for hardware and software for which the PrISMS Service Groups will provide Vendor Interface and License Management services are defined within the Procedures Manual. For those systems that are in-scope, the PrISMS Service Groups are responsible for interfacing with hardware and software vendors for the following:

	IN-SCOPE VENDOR INTERFACE AND LICENSE MANAGEMENT SUPPORT SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Coordinate continued services, maintenance, and license with vendor for all designated IFMP hardware and data center software agreements
	Coordinate continued services, maintenance, and license with vendor for all designated IFMP network hardware including firewalls and software agreements
	Concur and approve continued services and report problems or discrepancies through vendor’s designated process, for all vendor relationships managed by the IFMPCC.

	Participate in IFMP activities, as requested, involving evaluation of new products and standardization of software
	Participate in IFMP activities, as requested, involving evaluation of new products and standardization of software
	

	Report problems or discrepancies through hardware and/or software vendor’s designated process, for all vendor relationships managed by the CSD
	Report problems or discrepancies through vendor’s designated process, for all vendor relationships managed for IFMP network resources
	

	Obtain vendor authorization to evaluate their new products for IFMP/CSD hardware.
	Obtain vendor authorization to evaluate their new products for IFMP  hardware.
	Obtain vendor authorization to evaluate their new products for IFMP hardware.

	Provide vendor call-in support numbers as required by NASA Points-ofContact as a part of CSD license management
	Provide vendor call-in support numbers as required by NASA Points-of-Contact as a part of ASD license management
	

	Coordinate hardware and/or software vendor maintenance, repairs, upgrades and visits with IFMPCC for all vendor relationships managed by the CSD.  Schedule activity as required to ensure service levels and minimize system downtime during normal system operating hours, utilizing pre-defined maintenance windows if possible
	Coordinate vendor maintenance, repairs, upgrades and visits with IFMPCC for all vendor relationships. Schedule activity as required to ensure service levels and minimize system downtime during normal system operating hours, utilizing pre-defined maintenance windows if possible
	


Disaster Recovery, Risk Assessment, and Strategic Planning

The  PrISMS Service Groups are responsible for providing Disaster Recovery for CSD hardware and software systems. The PrISMS Service Groups’ responsibilities are as follows:

	IN-SCOPE DISASTER RECOVERY SUPPORT SERVICES

	CSD Responsibilities
	ASD Responsibilities
	IFMPCC Responsibilities

	Identify and coordinate with IFMPCC the CSD Disaster Recovery requirements for computer systems housed by the CSD Data Center
	Develop and maintain Disaster Recovery Plans to cover all IFMP network resources including firewalls
	Identify and coordinate the Disaster Recovery requirements for the IFMPCC managed systems

	Negotiate the Disaster Recovery contract
	
	Conduct tests and analyze test results of the Disaster Recovery Plan with Disaster Recovery vendor

	Maintain a Disaster Recovery Plan as follows:

Write a Disaster Recovery Plan for the in-scope systems

Review and update plan in conjunction with DR tests

Notify NISN for disaster recovery exercises and events

Update the plan annually

Provide test dates at the frequency contractually defined at the commercial DR Center

Document results
	Coordinate and support disaster recovery exercises and events.
	Coordinate Center involvement in Disaster Recovery Plan and testing

Approve test schedule 

Review results

	Schedule, coordinate Disaster Recovery tests with IFMPCC and vendor.
	
	Review and concur on updates to each of the plans


1.10.5 Scheduling/Production Control

	IN-SCOPE PRODUCTION CONTROL SERVICES

	CSD Responsibilities
	IFMPCC Responsibilities

	Provide 24x7 support by monitoring all job schedules on the OS/390 and distributed systems.  If there are any job discrepancies, CSD will follow IFMPCC corrective and contact instructions within the ECS (Enterprise Control Station)
	Establish and maintain all job schedules within the CONTROL-M (job scheduling software) data base, and maintain corrective and contact instructions for all job discrepancies on the ECS

	CSD staff will implement all software changes for Control M on the OS/390 systems        
	Provide Tier  II support once the Tier  I support follows all corrective actions within their scope

	
	Implement and maintain all software and hardware changes on the Distributed systems side  


1.11 Services in Scope

PrISMS Service Groups will provide the following services for the services in scope:

	Service
	Description
	Examples

	Problem Resolution 
	Restore a system to its normal operating condition (the way it had been working previously in the environment in which it had been working previously). 

A problem is considered resolved if:

· An agreed upon permanent fix has been implemented

· A temporary workaround reduces the business impact and results in a new lower-severity problem

· The system is running as it has in the past

· IFMPCC and PrISMS Service Group agree that further effort is not warranted
	
Repair and/or replacement of failed hardware components patches


Escalate problems to hardware vendor for resolution



	User Support
	Provide assistance to IFMPCC staff in the resolution of an existing or reported problem.
	
Respond to questions about hardware


Receive reports of problems


Receive requests for changes

Communicate status of requests

	System Monitoring
	Utilize software or other system resources to monitor hardware performance determined to have impact on system availability or performance, or that have an impact to the user base.  Initiate proactive steps to restore system to the desired state.
	· Ensure successful completion of all scheduled jobs within CSD IFMP scope and notify/escalate abends per IFMP supplied procedures

· Investigate severe performance degradation on CSD hardware

	Management Support
	Protect or extend the value of the applications by performing work other than the services listed above.  By definition, this service does not directly involve implementing or modifying applications.
	
Develop I/T strategic plans for CSD assets

· Facilities management and planning


Perform Security Reviews


Develop and provide test dates for disaster recovery plans

· Manage Vendor agreements and maintenance

	Software Support
	Engineering & Architecture will provide software support for all IFMP network hardware including firewalls.
	· Firewall configuration files

· Router/switch configurations


The PrISMS Service Groups may resolve initial problems (especially severity levels 1 & 2) by implementing an agreed upon work around. Once the work around is implemented,  respective PrISMS Service Group will close the original ticket, and open a new ticket with the NISC, which will reference the original problem ticket. The new ticket will have a lower severity level and will allow that PrISMS Service Group to work towards a long term fix aimed at preventing the problem from recurring.

1.12 Services out of  Scope

The following services will not be provided by CSD as part of this engagement: 

	Service
	Description/Comments
	Examples

	Software Support
	Server software support will remain the responsibility of IFMPCC.  CSD will provide hardware and management support services as outlined in Section 3 above.  
	
Operating System Maintenance and Operation


Database Maintenance and Operation

· Application Maintenance and Operation


Appendix a - Points of Contact

 The following people hold copies of this OLA, and are responsible for ensuring awareness of the OLA within their organizations:

	Copy No.
	Holder Name
	Holder Role
	Location

	1
	Tim Marion
	E&A Manager
	4727-113

	2
	Charles Kilgore
	CSD Operations Manager
	4292-100A

	3
	Dave Francis
	Production Support Manager
	544-6380

	4
	Michael Thacker
	Applications Operations
	961-1569

	5
	Randall Rivers
	Application Functional Support
	961-9536

	6
	Andy Mobley
	IFMP Configuration Management
	961-9798

	7
	Steve Smartt
	IFMP CC Operations Lead
	544-5636

	8
	
	
	

	9
	
	
	


Appendix B - IFMPCC Performance Monitoring

PrISMS Service Groups are responsible for monitoring their own performance and for alerting IFMPCC if any significant departure from the standards is expected.  PrISMS Service Groups will report their performance against this OLA as follows:

	Frequency
	Due by
	Delivered to

	Monthly
	10th business day of the following month
	IFMPCC Operations Manager.


The reports will include:


Quantity of services delivered


Quality of services delivered


Status of major projects


Status of major issues 

Quality Standards for Problem Resolution, Change Requests, and Service Requests

	Service
	Applicable Definitions
	Standards
	Calculation 

	Problem Identification and Resolution
	Severity 1 problems are immediate and total loss of application accessibility.  Examples include:

· Users unable to access SAP. 


	Q1: In any 1-month period, 95% of severity 1 problems will be resolved within 4 hours.

Q2: In any 1-month period, 100% of severity 1 problems will be resolved within 8 hours.
	Q1 = Actual / 95%

Q2=Actual / 100%



	Problem Identification and Resolution (continued)
	Severity 2 problems are significant loss of critical business functions.  

Examples include:

· Period End closing problems.
(Period End refers to month end, quarter end and year end.)

· Daily disbursements
· Treasury Interface

· Accounts Payable


	Q3: In any 1-month period, 90% of severity 2 problems will be resolved within 8 primary business hours.

Q4: In any 1-month period, 100% of severity 2 problems will be resolved within 16 primary business hours.

 
	Q3 = Actual / 90%

Q4 = Actual / 90%



	Problem Identification and Resolution (continued)
	Severity 3 problems are partial loss of critical business functions.  Examples include: 

Multiple users unable to execute functions within: 

· Standard General Ledger (SGL)

· Cost Management (CM)

· Accounts Payable/Accounts Receivable (AP/AR)

· Budget Execution (BE)

· Purchasing

· Business Warehouse (BW)

· Unable to print 

· Multiple users experience errors in accessing SAP tools or submitting products from tools

Total loss of non-critical business functions.

Total loss of multiple users productivity.


	Q5: In any 1-month period, 90% of severity 3 problems will be resolved within 24 primary business hours.

Q6: In any 1-month period, 100% of severity 3 problems will be resolved within 48 primary business hours.
	Q5 = Actual / 90%

Q6 = Actual / 90%



	Problem Identification and Resolution (continued)
	Severity 4 problems are partial loss of critical business functions for individual users.

Individuals unable to execute functions within: 

· Standard General Ledger (SGL)

· Cost Management (CM)

· Accounts Payable/Accounts Receivable (AP/AR)

· Budget Execution (BE)

· Purchasing

· Business Warehouse (BW)

·  “How to” questions

· Password resets (IFMPCC will reset passwords during initial call to Call Center)

· Unable to print 

· Individual users experience errors in accessing SAP tools or submitting products from tools

Total loss of non-critical business functions.

Total loss of an individual's productivity.
	Q7: In any 1-month period, 90% of severity 4 problems will be resolved within 5 business days.


	Q7 = Actual / 90%

	Change Requests
	Change Requests will be categorized in accordance with the Configuration Management Plan.

Changes to “Configurable Items” (CI’s) will be treated as Category 1, 2 or 3 and must obtain approval from corresponding Level Change Control Board (CCB).

Changes to “Non Configurable Items” will be treated as Category 4 and will not require CCB approval.

Category 4 examples are, but not limited to:

Data Table Maintenance

· Priority 1 – Will cause an immediate loss of business function. Can be escalated “if” loss has occurred.
· Priority 2 – Will cause partial loss of business function.
· Priority 3 - All other Category 4
On time means made available for production on the date mutually agreed 


	Q8: In any 1-month period, 90% of modifications will be on time.

Q9: In any 1-month period, 90% of all Priority 1 changes will be resolved within 1 business day.

Q10: In any 1-month period, 90% of all Priority 2 changes will be resolved within 2 business days.

Q11: In any 1-month period, 90% of all Priority 3 changes will be resolved within 3 business days.   


	Q8 = Actual / X8%

Q9 = Actual / X9%

Q10 = Actual / X10%

Q11 = Actual / X11%



	
	A modification is right the first time if it does not have to be changed or pulled out of production within 5 days of its initial use.
	Q12: In any 1-month period 90% of modifications will be right the first time.
	Q12 = Actual / X12%


In Table 1 below, for each quality standard, if actual quality is equal to the target, then the corresponding Q will be 100%.  If quality is better than target, Q will be greater than 100%.  If quality is worse than target, Q will be less than 100%.  For example:

Target: 90% of Severity 2 problems should be resolved within 8 hours.

Actual: 92% of Severity 2 problems are resolved within 8 hours.

Quality factor Q3 = 92 / 90 = 102.2%

Or, as another example:



Target: 80% of Severity 2 problems should be resolved within 8 hours



Actual: 72% of Severity 2 problems are resolved within 8 hours



Quality factor Q2 = 72 / 80 = 90.0%

(Note that these are only examples to illustrate the calculations and do not represent actual or expected targets.)

The total quality score, QT, is then computed on any given month as:

QT = (Q1 + Q2 + …) / (number of Q standards).

Table 1.  Quality Standards for Availability, Recoverability, and Performance

The below table provides a breakdown of the available times (i.e. production hours, back up hours and maintenance windows) and the availability requirements of the applications in scope. 

	Service
	Applicable Definitions
	Standards

	Availability Schedules
	Primary Business Hours requirements:

0600 – 1900 (CST) Mon – Fri. 


	· Time during which users are able to access the IFMP systems and perform work.  

	
	Secondary Business Hours requirements:

1900  – 2400 (CST) Mon – Sun


	· Time during which users are able to access the IFMP systems and perform work.  

· User accessing the system during the batch-processing window may experience less than optimal response times.

	Availability Schedules (continued)
	Prescribed hours for Backup Hours:

Incremental:

2400 – 0400 (CST) Mon – Sun


	· The application will be available during this time for online users, albeit in lower performance levels.



	
	Disaster Recovery: Recovery time objective (from time of approval)
Weekly (Sun) Maintenance Window
	· Mean time to repair (MTTR) = 4 Hours 
Relates to time required to restore system and application to service

	
	System Maintenance / Migration windows:

0400 – 0600 (CST) Wed

0800 – 1000 (CST) Sat

0700 – 1600 (CST) Sun
	· Times that have been designated as the window during which the application might be unavailable on prior notice (10 days) for weekly backups, ongoing preventive maintenance, application updates or other such activities.

	Availability Requirements
	Availability = Hours system is available
	· Availability Objective = 99.8%

	Recoverability Requirements
	Reliability – average time between service interruptions
	Reliability Objectives =Mean Time (scheduled production hours) Between Failures  



	
	Recovery Time Objective (from time of approval)
	Mean Time To Repair = 4 Hours

Relates to time required to restore system and application to service

	
	Recovery Point Objective  (from point of failure)
	Minor Failures:  Point of Failure

Major Failures:  Previous day

	Performance Requirements
	Online – Online response time is server response time from submit to completion  (not end-to-end)
	· 90% of non web-based transactions complete: < 1 second

· 90% of web-based transactions complete: < 2 seconds

	
	Batch – Batch response time is the execution time of a batch job excluding queue time
	· 100% of scheduled batch processes will be completed by the end of the secondary business window.

	Performance Requirements (continued)
	End-to-End Performance (IFMP will consider these goals and will monitor actual results)

· Windows SAP GUI (Identified representative transactions)

· Macintosh JAVA GUI (Identified representative transactions)

· Windows HTML GUI (Identified representative transactions)
	· 90% complete: < 3 seconds

· 90% complete: < 3 seconds

· 90% complete: < 6 seconds


Problem Resolution Standards

Table 2.  Problem Severity Level Callback and Escalation Standards illustrates user callback and management escalation standards for each severity. Escalations and callbacks will be initiated and coordinated by the IFMPCC. These standards will be updated as a result of the actual performance during the 90-day Baseline Period beginning at Wave 1 “Go-Live”. Detailed escalation procedures are located in Help Desk Procedures document.

Table 2.  Problem Severity Level Callback and Escalation Standards

	PROBLEM SEVERITY LEVEL TABLE
	CALLBACK TABLE
	ESCALATION TABLE

	CODE
	SEVERITY CRITERIA


	SEVERITY STANDARD


	FEEDBACK

INITIAL     PERIODIC
	When
	NASA Center
	IFMP CC

	1
	“Severity 1” problems are immediate and total loss of critical business functions.
	Q2: 95% of all severity 1 problems will be resolved in 4 business hours.


	1/2 Hour
	Every 1 Hour
	After work has started
	Center IFMP Business Systems Coordinator
	IFMP CC Operations Lead

	
	
	
	
	
	2 hours
	Center Business Process Lead
	IFMP CC Manager

	2
	“Severity 2” problems are significant loss of critical business functions.
	Q3: 90% of all severity 2 problems will be resolved within 8 primary business hours.

	2 Hours
	Every 4 Hours
	After work has started
	Center IFMP Business Systems Coordinator
	IFMP CC Operations Lead

	
	
	
	
	
	4 Hours
	Center Business Process Lead
	IFMP CC Manager

	3
	“Severity 3” problems are partial loss of critical business function.  

Total loss of non-critical business function.

Total loss of individual productivity.
	Q4: 90% of all severity 3 problems will be resolved within 24 primary business hours.
	8 Hours
	Every Business Day
	24 primary business hours
	Affected User 
	IFMP CC Manager

	4
	“Severity 4” problems are all problems other than Severity 1, 2 or Severity 3.
	Q5: 90% of all severity 4 problems will be resolved within 30 business days.
	8 Hours
	Every Week
	NA
	NA
	NA
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