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1.0
Purpose

This document defines an integration tools and standards framework to support the acquisition, integration, and deployment of the software modules that support the NASA Integrated Financial Management Program (IFMP). The focus of the work described here is “integration”, which is defined as “the unification of disparate elements”. IFM Program integration efforts will be organized around a core “integration architecture” to be developed by the IFM Integration Project Office. This architecture will facilitate a consistent, well-understood integration approach for all levels and interfaces of the IFM Program, including customers, business processes, Agency management, vendor, and technology.

2.0
Drivers

NASA will pursue a modular but incremental re-engineering of business processes and implementation of COTS software prioritized by contribution to agency goals, Center needs, design and implementation complexity, data dependencies, and available budget. NASA will establish a “best of suite” based on the Core Financial Project.  Subsequent modules will utilize the suite capabilities or  “best of breed” when the suite does not have the capability or has substantial shortfalls that preclude it’s use.. In addition to potential inter-module integration, each module will need to integrate with existing systems that are often unique to each center.  While this approach provides significant benefits through the targeted acquisition of specific, proven business solutions, it also dictates a well-planned, proactive integration activity. This integration effort must ensure not only seamless inter-module interaction, but also support the creation of a manageable and reliable overall IFMP operating environment.

 IFMP integration drivers include:

· The desire for efficient, “end-to-end”, cross-cutting, non-redundant processes

· Single data entry (minimize reconciliation, facilitate accuracy)

· Integrity of results

An important aspect of this integration is the anticipation of electronic interaction with NASA’s partners, vendors, and other governmental entities. Lessons learned and successes in standards-based interaction between IFM modules will position NASA to move into more sophisticated business and functional relationships in the “e-business” space.

3.0
Approach

The successful integration of multiple modules to support NASA will require:

An enterprise environment that:

· Shares common business rules

· Shares information (data)

· Recognizes and plans that there will be some differences among different NASA Centers

· Shares an integration architecture

A focused integration activity and supporting governance structure that:

· Establishes, maintains, and enforces the standards within and across the different functional organizations and Centers

· Is empowered by senior leadership and is supported by each of the participating functional organizations

Early attention to design and development of the integration backbone architecture:

· To ensure standards and architecture are in place to support the integration of individual modules as they are deployed

· To avoid unnecessary replication and rework of systems engineering and integration work

To achieve this level of integration, it will be necessary to develop a specific set of “tools and standards”. This integration must happen at two levels:

1. IFM module integration (business, application, technology)

· Module-to-module

· Module to legacy Agency-wide and Center-specific applications

· Module to NASA-external entities

2. The integration of the logical set of IFM modules with the NASA IT environment

3.1     IFM Module Integration

As previously stated, there are three elements to IFM module integration:

1. Module-to-module

2. Module to legacy Agency-wide and Center-specific applications

3. Module to NASA-external entities (partners, vendors, other Agencies)

The IFM Integration Architecture will address each of these integration tasks with a three-tiered approach that consists of a business, application, and technology layer.

In the past, integration between applications has been accomplished via “point-to-point”, custom software-enabled mechanisms (most often at the data layer). The IFM Integration Project will work to minimize this complexity through the ultimate deployment of an “Enterprise Application Integration” (EAI) backbone to facilitate inter-IFM module and extra-IFM module application interaction. Differences in these two approaches and the obvious reduction in complexity are depicted in Figure 1.
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Figure 1: Application Integration: Old and New

The core of the IFM Integration Architecture will reflect the standards and structure required to enable this EAI approach.

3.2
IFM and the NASA IT Environment

Another significant element of the IFM integration task is the integration of the logical set of IFM modules into the existing NASA computing, security, and network environment. This integration will be called out in the technology layer of the overall IFM Integration Architecture.

The IFM Integration Project will work with the NASA Chief Information Officer and the Principal Center Integration Team (PCIT) to ensure that IFMP technology elements and their use comply with the overall Agency IT architecture. To better facilitate this, the IFM Integration Project will base the description of technology elements within the IFMP Integration Architecture on the model and taxonomy as defined in the base lined NASA Information Technology Technical Framework (http://www1.msfc.nasa.gov/PCCA/documents/v1-baseline-6-9.doc). Additionally, the Integration Project will ensure compliance with the architecture to the maximum extent possible.

Using this model as a part of the IFMP integration architecture, the IFM Integration Project will develop, publish, and maintain a specific technology framework and description of the technology elements of the IFMP Data Center and the technical IFMP intersect points with the NASA computing and networking environment.

Also, the IFMP Integration Project will work with the PCIT to identify and manage issues pertinent to IFM module acquisition and deployment as they relate to the NASA computing and networking environment. This will enable a clear understanding of the potential resolution and/or impact of these issues on the NASA technical operating environment and on the set of NASA IT standards and architectures. 

The IFM Integration Project is aware of Agency efforts in the area of “Enterprise Architecture” and will work to utilize tools and approaches that help facilitate the ultimate integration of the business, program management, and even NASA scientific, program, and mission information and processes into an over-reaching business and system Agency-wide architecture.

3.3
 Architecture Management Tools

The IFM Integration Project will identify and deploy specific tools for the depiction and management of the Integration Architecture. With the recent selection of the COTS backbone the Integration Project will be examining IFM modeling tools. There is a significant amount of work that can be done without a sophisticated architecture management tool, specifically the early definition of the architecture framework and the development of an operational integration approach. Also, the Integration Project will stay abreast of Agency CIO activities in the area of Enterprise Architecture tool selection and try to leverage that activity to the extent possible. In the meantime, the Integration Project will proceed with the development of an overarching framework into which business, application, and technology models may be defined, managed, organized, and published.

4.0
Principles

The IFMP Integration Project is committed to an iterative integration process. While there is significant recognition of the importance of early planning and specific structural definition, it is also recognized that it will be necessary to continually refine and re-assess the integration role and processes and measurements for outcome throughout the life of the IFM Program.

Other significant principles that will guide IFM integration efforts include:

· A recognition of the need to maintain awareness of current and emerging industry standards and the need to apply these to internal, IFM-managed standards -- particularly in the area of Extensible Markup Language (XML) and EAI-enabling methods

· A commitment to the deployment of modular solutions both architecturally and technically

· An emphasis on incremental, low risk steps

· To focus on and evangelize functional and process conformity within the COTS deployments. Data transformation and transport between applications (particularly in the legacy space) is a last resort.

· Minimize point-to-point data conversion with real-time, near-time, or one-time application broker/ hub 

· Do not change COTS applications to facilitate integration 

· Utilize existing NASA infrastructure and standards-processes

· Rely first on the EAI tools available in the COTS modules

5.0
Roles and Responsibilities

The following integration roles and responsibilities are associated with life cycle phases and/or identified over the life of the IFM Program/Integration Project.

Program Director and Program Strategy Team

· Sets integration objectives and requirements

· Allocates funding

· Reviews progress

· Defines priorities

· Maintains business context

IFM Module Project Manager and Team Leads

· Stays familiar with the IFM Integration Architecture

· Provides feedback on issues and architecture refinement

Integration Project Steering Committee

· Periodically review the IFM Integration Architecture for Agency IT Architecture adherence, gaps, and conflicts

· Works integration / IT infrastructure issues

· Facilitates deployment of the IFM Integration Architecture

Integration Project Manager 

· Defines Integration Architecture

· Defines technical requirements 

· Works with the Agency CIO community

· Works with module projects to ensure architectural adherence

· Periodically review the Agency IT Architecture for IFM Integration Architecture adherence, gaps, and conflicts

· Participate in the development of Agency IT Architectures

Functional Owners and Agency Process Teams

· Ensure that requirements are crisply articulated in order to facilitate formal business process maps and technical requirements

Receiving Center Lead and Team Leads

· Stays familiar with the IFM Integration Architecture

· Provides feedback on issues and architecture refinement

6.0
The IFM Integration Architecture

6.1
Architecture Layers

The three layers of the IFM Integration Architecture are defined as follows:

Business Architecture – Defines business processes, information needs, and organizational structures that support the Agency’s Strategic Plan and mission. This layer includes the data and metadata elements associated with the specific business processes.  

The business architecture will consist of enterprise business and data models that represent high-level “as-is” and “go-to” states of the functions and processes that are included in the scope of the final integrated system. This model represents a blueprint of the interaction between the high-level functions and processes. It also includes an information delivery strategy and architecture to ensure that decision makers needs are satisfied across the diverse application data sets and ancillary external data sources that is often required to provide decision level information.

Application Architecture - Defines the logical set of integrated applications that are deployed to meet the requirements defined by the business architecture.

The applications architecture represents those parts of the business architecture that are addressed using specific applications including both IFM modules and Agency-wide and Center-specific legacy systems. The applications architecture is a mapping of the high-level “to-be” process and data models to specific target applications.

Technology Architecture - Describes the technical components and infrastructure required to support the application architecture. As previously stated, the formal model as defined in the NASA Information Technology Technical Framework will serve as the infrastructure model. There are two significant elements of the technology layer: 1) the technical architecture of the IFM Data Center and 2) the intersect points with the existing and emerging NASA IT environment.

The following drawing depicts the relationship of the three layers, business and technology drivers, and the “as-is” versus “go-to” dynamic, as well the relationship of the complete environment to the current NASA IT environment.
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Figure 2: IFM Integration Architecture Framework

6.2
Enterprise Application Integration (EAI)

As previously stated, the core of the IFM Integration Architecture is the EAI backbone. This backbone will consist of a standard set of tools, practices, and standards to enable inter-IFM module and extra-IFM module application interaction.

The EAI backbone will permeate the IFM Integration Architecture at all three layers as depicted in the following figure:
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Figure 3: IFM Integration Architecture Layers and EAI

Integration between applications – disparate products or members of the same suite -- occurs at multiple levels. The following figure depicts eight different levels of integration, each of which relies on the level below it. The provision of this type of integration is the goal of EAI methods.
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Figure 4: Eight Levels of Application Integration (Price Waterhouse Coopers)

At the system level, an EAI backbone is an application design pattern enabled by some combination of applications that provide program-to-program (and sometimes program-to-database) communication between disparate applications, and adds value through one or more of the following services:

· Transformation: Transforms messages from the incoming message format to different output formats.

· Message Warehouse: Temporarily stores message to be re-transmitted or analyzed at a later time.

· Flow Control: Organizes multi-step business processes

· Message Dictionary: Holds metadata description of message formats

· Administration and Monitoring: Manages the broker configuration

· Adapters: Provides tools for connecting to participating applications

The following drawing depicts a view of a desirable ERP EAI backbone.
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Figure 5: An Example of an EAI Backbone
Current industry EAI applications vary in complexity and sophistication. They range from point-to-point solutions to simple asynchronous messaging techniques and message broker/hub arrangements. Process-oriented application interfaces are also emerging.

The IFM Integration Project will conduct tool evaluations and pilots for EAI products with a goal of establishing a manageable hub arrangement with an eye toward the potential of the process-based tools. Preference will be given to those products that are tightly integrated, or even part of, the NASA-procured COTS products.

6.3 
Standard Architecture Element Definitions

The IFM Integration Architecture will rely on standards-based definitions for the elements of the architecture that facilitate process and data interaction between and external to IFM modules.

Business Process Definitions

The Integration Project will work with the IFM Agency Process teams to define functional requirements into formal business process models, maps, and catalogs. The Integration Project, while not the “owner” of the process maps, will assume responsibility for their depiction and maintenance. An overall EAI Problem Domain, a view of the enterprise at the process layer, will be defined. Usage of a standard modeling vocabulary such as the Unified Modeling Language (UML) will be evaluated, as will more sophisticated modeling tools.

An added benefit of a central repository of discrete process definitions is the potential for aiding enterprise-wide process re-engineering efforts.

In addition, the Integration Project will work with functional owners as each module is deployed to ensure that customers direct data needs are satisfied.  In a parallel effort, the Project will concentrate on the information needs of the Program/Project Management community, as the principle NASA core business process, to maximize the information delivery return of the entire IFM system.  

Metadata Definitions

An overall metadata model for the IFM EAI Problem Domain will be developed. A formal Entity Relationship Diagram (ERD) will also be created, with Data Diagrams mapped to those business processes targeted for module-external integration.  This metadata model will form the structure of the overall IFM Data Warehouse. Again, the Integration Project will not be the “owner” of these data diagrams, but will assume responsibility for their depiction and maintenance.

An important attribute of the metadata model will be definitions for “data velocity”; that is, when does a transaction have to be made known to the IFM modules? Options include synchronous timing like real-time, near-time, or one-time events and more predictable asynchronous messaging-oriented, store-and-forward techniques.
XML

The IFM Integration Project is investigating the use of XML to serve as a metadata language to enable inter-IFM module and extra-IFM module interaction. Approved as a standard by the World Wide Web Consortium (W3C) in 1998, XML is a database-neutral, OS-neutral, and device-neutral markup language. Even though the standards are still unstable, XML has clear momentum within industry and standards groups like the Open Applications Group, vertical initiatives like RossettaNet, the “big 3” ERP vendors, and all major EAI vendors.

Through the use of Document Type Definitions (DTD), Resource Description Framework (RDF), and W3C-defined XML schemas, XML has the ability to take large chunks of information and consolidate them into an XML document, thus creating meaningful pieces that provide structure and organization to information elements that can be accessed and understood by disparate applications. In terms of EAI middleware, XML provides a generic format for the exchange of information.

The IFM Integration Project will fully investigate the potential role of XML as an intermediate data and/or process descriptor to the extent that the standard proves to be used by front-runner EAI products.

6.4 
Data Conversion

Where applicable, the Integration Project will make data conversion tools available to the Module Projects. The Integration Project will work with the Module Project to understand the volume of data to be migrated and the potential impact on scalability and performance. Also, the Integration Project will assist the Module Projects in the applicability of EAI tools vs Data Conversion tools with overall guidelines and on a case-by-case basis.

6.5 
Security and Performance

Security capabilities and performance implications of potential EAI tools will be assessed and addressed by the IFM Integration Project.

7.0
Preliminary Use of the IFM Integration Architecture

The IFM Integration Architecture framework will initially be used to establish integration priorities as IFM modules are deployed. Utilizing this integration model, the following preliminary integration steps will be taken:

· Assess and map current legacy applications and repositories

· Define and document their intersect points (process, data, application)

· Map proposed COTS applications and repositories

· Define and document their intersect points (process, data, application)

· Overlay the two

· Look for commonality, gaps, conflicts, and low hanging fruit (opportunities for early integration successes)

· Prioritize and schedule integration opportunities and problem resolution

· Perform tool evaluations in this context

· Pilot beginning EAI capabilities

· Begin to standardize on a tool set

This integrative approach moves from abstract business process modeling to physical data transfer as depicted in the following figure.
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Figure 6: IFM Integration Flow

It is recognized that the steps defined in the model depicted in Figure 6 could potentially overlap to some extent with those that will be typically performed by IFM module implementers. It is not the intent of the IFM Integration Project to interfere with, or oversee, any implementation methodologies. Rather, because of the current NASA approach to COTS product acquisition and deployment, the IFM Integration Project will attempt to establish a consistent integration framework in order to facilitate a single-view and “end-to-end” IFMP environment.

8.0
Summary

The IFM Integration Architecture will serve as a core mechanism to enable successful deployment and interoperation of the IFM modules. A key to effective standards definition and EAI tool selection is a focus on a formal, but pragmatic, architectural approach. It should also be reiterated that this proposed architecture is a process management tool and, as such, the integration techniques will be refined as the Program proceeds.
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